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ABSTRACT 

 

By highlighting the focus of an utterance to draw attention, 

emphasis in speech interaction plays an important role for 

speaker intention expressing and understanding.  Therefore, 

emphatic speech synthesis draws increasing interest in the 

text-to-speech (TTS) area.  For emphatic speech synthesis, 

three problems still exist: 1) sparseness of emphatic speech 

data; 2) flexibility of trained model; 3) modelling shortage for 

secondary emphasis.  Recently, recurrent neural networks 

(RNNs) and their bidirectional long short term memory 

(BLSTM) variants based statistical parametric speech 

synthesis (SPSS) systems have shown their adaptability and 

controllability in acoustic modelling thus can solve 

aforementioned problems.  In this paper, we propose a novel 

conditional input layer for conventional BLSTM-RNN based 

approach combining using emphasis-specific vectors and 

linguistic features as input to produce emphatic speech 

trajectories.  Experimental results from objective and 

subjective evaluations demonstrate the proposed approach 

can produce emphatic speech trajectories with high quality 

and naturalness only requiring an additional small-scale 

emphatic speech corpus. 

 

Index Terms— Emphatic speech generation, 

conditioned input layer, bidirectional long short term memory, 

acoustic model, duration model 

 

1. INTRODUCTION 

 

In human-computer speech interaction scenarios, expressive 

speech generation is required to properly convey the message 

[1].  State-of-art text-to-speech (TTS) synthesis systems can 

generate speech trajectories with high quality and naturalness, 

but being still weak in producing expressive speech [2][3].  

Emphasis, as an important form of expressiveness, can 

highlight the speech focus to enhance the expression of 

speaker intension [4], is thus attracting increasing interest. 

 To synthesize emphasis, techniques have been 

developed for the two mainstream speech synthesis 

techniques, unit selection speech synthesis and statistical 
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parametric speech synthesis (SPSS).  For unit selection 

speech synthesis system, [5] proposed a rule-based emphasis 

generation approach and [6] proposed the use of Gaussian 

mixture model (GMM) and decision tree (DT) to guide unit 

selection for emphatic speech generation.  Hidden Markov 

models (HMMs) based SPSS models are also widely 

researched to produce emphatic speech.  This is commonly 

achieved using specified decision tree based parameter tying 

approaches to generate low-level speech waveforms from 

high-level symbol sequences via intermediate acoustic 

feature sequences [7][8][9][10].   While the DTs are trained 

based on training data and hardly considered about the 

influence from emphasis to neighboring words [11], these 

techniques thus suffer from three problems: 1) sparseness of 

emphatic speech data; 2) flexibility of trained model; 3) 

modelling shortage for secondary-emphasis.   

Inspired by the intrinsically hierarchical process of 

human speech production and successful application in 

automatic speech recognition (ASR), deep learning neural 

networks based speech synthesis techniques have become 

increasing popular recently [12][13][14][15].  Comparing to 

conventional approaches, these techniques use a deep model 

architecture with multiple hidden layers to provide: high-

level abstract and discriminative feature learning; shared 

parameters to learn implicit dependency and avoid data 

partitioning; and long range temporal context modelling.  

These inherently strong abilities provide neural network 

based SPSS a flexibility in changing speaker characteristics, 

speaking styles and expressions [12].  But even this flexibility 

has been successfully used in the area of speaker adaptation 

[16][17], only a few studies have addressed the question of 

whether the neural networks based speech synthesis can offer 

the flexibility in expressive speech synthesis, e.g. the 

emphatic speech generation. 

In this work, we proposed the use of a novel conditioned 

input layer (CIL) with bidirectional long short term memory 

recurrent neural network (BLSTM-RNN) [18][19] to 

generate emphatic speech.  In particular, we exploit the 

ability of CIL to generate weighted input features from 

linguistic features conditioning on emphasis-specific vector 

at input layer, and then exploit the inherently temporal 
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modelling ability of BLSTM-RNN to model long term 

context information as well as the emphasis-related position 

information at middle level.  By performing at different levels, 

these techniques can be effectively combined.  Advantages 

are taken from the proposed architecture: 1) by sharing 

learning the representation of phones using both neutral and 

emphatic speech, the model can relieve the influence 

sparseness of emphatic data; 2) the model gains higher 

flexibility in generating emphatic speech using emphasis-

specific vector as additional input; 3) the influence from 

emphasis to neighboring words can be implicitly modelled by 

BLSTM for its strong inherent ability in capturing long span 

temporal dependencies.  Experimental results from objective 

and subjective evaluation demonstrate the proposed approach 

can produce emphatic speech trajectories with high quality 

and naturalness. 

The rest of the paper is organized as follows.  Section 2 

presents the conditioned input layer.  Section 3 presents the 

proposed emphatic speech system using BLSTM-RNN with 

conditioned input layer.  Section 4 presents objective and 

subjective experimental results.  Conclusions are drawn and 

future work discussed in section 5. 

 

2. CONDITIONED INPUT LAYER  

 

For emphatic speech synthesis, the embedded features 

provided by input layer to hidden layers can significantly 

influence the performance of speech trajectories generation.  

In this work, we proposed the use of a novel input layer, 

conditioned input layer (CIL), to generate input features 𝒙 

conditioning on an additional information 𝒚. 𝒚 could be any 

kind of auxiliary information, e.g. other correlated data or 

class labels like emphasis.   

As shown in Fig.1, the CIL contains a fully-connected 

linear dense layer to scale the input 𝒙 and an embedding layer 

to augment the binary one hot input 𝒚 to the same size of 𝒙.  

The weighted representation 𝒙 is then calculated by adding 

scaled 𝒙 and embedded 𝒚.  The process is described as follow:  

𝒉𝒙 = 𝜎𝑥(𝑾𝒙𝒙 + 𝒃𝒙)      (1) 

𝒉𝒚 = 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝒚)      (2) 

𝒙 = 𝒉𝒙 + 𝒉𝒚      (3) 

where 𝜎𝑥(∙) , 𝑾𝒙, 𝒃𝒙  are the linear activation function, 

weights matrix and bias vector connecting to input 𝒙  and 

warped hidden output 𝒉𝒙. 𝒉𝒚 is the embedded hidden output 

of 𝒚 .  This process is expected to increase the inter-class 

distance while maintaining the intra-class characteristics of 

feature distributions to provide class-specific representation. 

x

+
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Fig.1. The structure of conditioned input layer. 

3. EMPHATIC SPEECH GENERATION WITH 

CONDITIONED INPUT LAYER BLSTM-RNN 

 

The overall architecture of the proposed emphatic speech 

synthesis system is illustrated in Fig.2.  As the emphasis 

perception is affected by phone duration and corresponding 

acoustic parameters [2], two models are implemented 

respectively in the proposed emphasis synthesis system: 1) 

duration prediction model; 2) acoustic parameters prediction 

model.  These two model both employ the proposed CIL as 

input layer and BLSTM-RNN as hidden layers. 
By using CIL as input layer, the input features 𝑿̂  for 

duration model and acoustic model are generated by scaling 

linguistic features 𝑿 and embedded emphasis-specific vector 

(ESV).  The emphatic input features 𝑿𝑬̂ is thus different from 

the neutral input 𝑿𝑵̂  while maintaining intra-class features 

characteristics and distributions.  This can help the model to 

learn the specific representations of emphatic phonemes as 

well as the difference between their neutral representations.  

With this specialty, the model can learn the sharing 

representation of phone using both neutral and emphatic 

speech, and output specific representation conditioning on 

emphasis-specific label in prediction.  This can help the 

model to generate emphatic phones even their contexts are 

out of training set. 

By using BLSTM-RNN, the model inherits the stronger 

ability in capturing long range temporal context dependencies 

as well as the influence from emphasized words to their 

neighboring. This can help the model to learn the specific 

changes of representations in secondary-emphases across 

temporal axis to produce higher naturalness emphatic speech. 
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Fig.2. Schematic of proposed system, {𝒉𝟏, . . . , 𝒉𝑳} presents 

BLSTM-RNN hidden layers, 𝐗𝒑 and 𝐗𝒕 are the phone-level 

and frame-aligned linguistic inputs. 
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3. EXPERIMENTS 

 

In this section, we process objective and subjective 

evaluations to assess the proposed approach.  

 

3.1. Experimental Setup 

 

Corpus.   A modified TH-Coss speech corpus [21] from a 

native Mandarin female speaker is employed to train the 

models.  This corpus contains 2,500 neutral utterances 

(around 131 mins) and 500 emphatic utterances (around 39 

mins), both are phonetically and prosodically rich.  The 

corpora is split with 8:1:1 as training set, validation set and 

testing set. 

Features.  The input linguistic features vector is of 1564 

dimensions including tri-phone, tone, positional information, 

word and phrase related information and emphasis-specific 

label.  Phone-level duration is firstly acquired using force-

alignment with a HMM model from HTS toolkit and then 

manually corrected.  Three numerical temporal features were 

appended: 1) the syllable position in sentence; 2) the frame 

position in syllable; 3) the frame position in sentence. 

Numerical features are normalized to the range of (0, 1].  

For duration modelling, target vector contains one 

dimensional numerical duration vector, normalized to zero 

mean and unit variance.  For acoustic parameters modelling, 

target acoustic features vector is of 58 dimensions including 

39 dimensional Mel-cepstral coefficients (MCEPs) and 1 

dimensional energy representing the spectral envelope, 15 

dimensional band aperiodicity (BAPs), 1 dimensional 

logarithmic fundamental frequency (LF0) and 2 dimensional 

voiced/unvoiced binary value (V/UV), and then normalized 

to zero mean and unit variance.  These features are extracted 

using STRAIGHT and SPTK with 25ms window size and 

5ms shift. 

Comparison approaches.  To assess the proposed approach, 

four different systems are implemented, of each contains one 

duration model and one acoustic model: 1) deep neural 

network (DNN) based emphatic speech synthesis system; 2) 

deep neural network with conditioned input layer (CDNN) 

based emphatic speech synthesis system; 3) BLSTM-RNN 

based emphatic speech synthesis system; 4) proposed 

conditioned input layer BLSTM-RNN (CBLSTM-RNN) 

based emphatic speech synthesis system.  In particular, the 

output of two DNN based systems comprised acoustic 

features comprised 39-D MCEPs, 15-D BAPs, 1-D LF0, their 

corresponding delta and delta-delta features, and 2-D V/UV.  

For system (1) and system (3), the emphasis-specific vector 

is directly concatenated with the linguistic features.  Each 

DNN based model contains 4 hidden layers, 1024 nodes per 

layer.  Each BLSTM based model contains 4 hidden layers, 

512 nodes per layer (256 forward nodes and 256 backward 

nodes). 

Implementation and training.  The proposed approach and 

its comparisons are implemented using Keras [22] deep 

learning framework with Theano [23] as backend.  Mini-

batch-based Adam [24] algorithm is employed as the 

optimizer and backpropagation through time (BPTT) [25] is 

employed to train these models by unfolding RNNs into 

standard feed-forward networks through time steps. 

 

3.2. Objective Evaluation 

 

In objective evaluation, we assess the performance of 

proposed approach and the comparisons by computing the 

distortion between the predicted parameters and their targets.  

Although the objective results might be different with the 

perceived speech quality and naturalness, they are necessary 

for optimizing the models, e.g. determining training epoch 

times and needed data scale.  In this evaluation, 50 emphatic 

utterances from test set are generated from each system and 

evaluated.  Specially, duration extracted from natural speech 

is used directly in acoustic parameters prediction to better 

evaluate the performance of acoustic model. 

 

3.2.1. Prediction Performance 

The performance comparison result is illustrated in Table 1.  

By employing conditional emphasis-specific vector as 

additional input, CDNN slightly outperforms DNN baseline.  

BLSTM based system gains 13%, 13%, 15%, 4.5%, 19% and 

22% relative improvement on duration, MCEP, energy, BAP, 

F0, V/UV prediction respectively comparing to the DNN 

baseline.  CBLSTM outperforms all the comparisons, gaining   

4.9%, 2.5%, 5.5%, 4.5%, 2.8% relative improvement on 

duration, MCEP, energy, BAP, F0 prediction respectively 

comparing to the BLSTM based approach. 

 

3.2.2. Secondary-emphasis Prediction Performance 

To figure out the prediction performance for secondary-

emphasis, we did further analysis on secondary-emphasis 

Table 1:   Results of objective evaluations.  MCD and RMSE are Mel-Cepstral Distortion and Root Mean Squared Error 

calculated between predicted parameters and their reference.  V/UV error means frame-level voiced/unvoiced swiping error. 

Systems Prediction Performance Secondary-emphasis Prediction Performance 

 

 
DUR 

RMSE 

(ms) 

MCEP 

MCD 

(dB) 

ENG 

MCD 

(dB) 

BAP 

MCD 

(dB) 

F0 

RMSE 

(Hz) 

V/UV 

Error 

(%) 

DUR 

RMSE 

(ms) 

MCEP 

MCD 

(dB) 

ENG  

MCD 

(dB) 

BAP 

MCD 

(dB) 

F0 

RMSE 

(Hz) 

V/UV 

Error 

(%) 

DNN 9.034 5.871 3.659 4.872 7.829 4.232 14.61 5.559 4.004 4.543 6.456 3.403 

CDNN 8.704 5.847 3.57 4.858 7.087 4.291 13.94 5.557 3.916 4.555 6.097 3.295 

BLSTM 7.801 5.106 3.091 4.653 6.244 3.294 12.67 5.099 3.795 4.448 5.681 2.692 

CBLSTM 7.419 4.981 2.922 4.593 6.074 3.369 12.32 4.752 2.921 4.401 4.565 2.551 
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only.  As illustrated in Table 1, for secondary-emphases, the 

overall performance of CDNN is on par with DNN baseline.  

However, while modifying the hidden layers with BLSTM, 

the CBLSTM based approach gains 11.7%, 14.5%, 25.4%, 

21.3%, 22.6% and  relative improvement on duration, MCEP, 

energy, BAP, F0, V/UV prediction respectively comparing to 

the CDNN based approach. 

 

3.2.3. Data Scale Comparison 

To figure out the influence of emphatic speech data scale, we 

also assess the proposed approach with different training 

emphatic speech data sizes.  As shown in Fig.3, the system 

has achieved a better performance using bigger scale of 

emphatic speech corpus. However, the improvement is 

leveling out at 200-utterance-scale.  

 
 

Fig.3. The prediction performance using different sizes of 

emphatic speech data.  

 

3.3. Subjective Evaluation 

 

We conducted two listening experiments to evaluate the 

perceived performance of proposed approach: 1) a perceptive 

experiment to evaluate the emphatic speech generation 

accuracy; 2) a 5-point perceptive experiment to evaluate the 

naturalness and quality of generated speech.  10 Mandarin 

native speakers with no reported listening difficulties are 

invited to assess 15 emphatic utterances generated by each 

aforementioned systems.  Testing samples are available at: 

http://mjrc.sz.tsinghua.edu.cn/demo/ess/icassp2018/. 

 

3.3.1. Emphasis Perception Evaluation 

This experiment is designed to evaluate the perceptive 

accuracy of synthetic emphatic speech and its corresponding 

reference.  The perceived emphasis in synthetic utterances are 

labelled by human labelers, and then compared to the used 

emphasis label in speech generation.  As illustrated in Table 

2, CBLSTM has been assessed with best perception accuracy. 

 

Table 2: Emphasis perception evaluation using Precision, 

Recall and F1-measure [26].  

Systems Recall Precision F1-measure 

DNN 0.47 0.85 0.605 
CDNN 0.52 0.82 0.646 

BLSTM 0.74 0.98 0.843 

CBLSTM 0.84 0.95 0.898 

3.3.2. Naturalness and Quality Evaluation 

This experiment is designed to evaluate the speech generation 

performance in naturalness and quality using mean opinion 

score (MOS).  The 5-point scale is designed as: 5 = Excellent 

(same as natural speech), 4 = Good (close to natural speech), 

3 = Fair (synthetic speech but with clear presentation), 2 = 

Poor (synthetic speech with poor presentation), 1 = Bad 

(mechanical speech and hard to understand). 

The result is shown in Fig.4, all the DBLSTM based 

systems outperform the baseline DNN based system.  

Compared with conventional BLSTM based system, the 

CBLSTM based system gains relative improvements for 

naturalness and quality at 4.1% and 3.4% respectively. 

Fig.4. Results of MOS test with 95% confidence intervals for 

speech naturalness and quality. 

 

4. CONCLUSIONS 

 

In this paper, we proposed the use of conditioned input layer 

and BLSTM-RNN in emphatic speech generation.  By using 

conditioned input layer, the model can inherit the stronger 

emphatic speech generation performance facilitated by 

modeling the specific representation of emphatic words as 

well as the difference between their corresponding neutral 

representations.  By using BLSTM-RNN, the model can learn 

the context information as well as the influence from 

emphasized words to neighboring words in preceding and 

succeeding directions. In objective evaluation, the proposed 

CBLSTM based approach outperforms other comparisons in 

duration and acoustic parameters prediction.  Specially, the 

proposed approach achieves significant improvement in 

secondary emphasis parameters prediction.  The subjective 

experimental results also confirmed the effectiveness and 

efficiency of our proposed approach to generate emphatic 

speech with high quality and naturalness. 

The work indicates the flexibility of neutral network 

based SPSS in expressive speech synthesis, in the future, we 

will investigate to enhance the synthesis model with other 

forms of expression, e.g. emotions. 
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