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ABSTRACT

Recurrent neural network language models (RNNLMs) have become
an increasing popular choice for state-of-the-art speech recognition
systems. RNNLMs are normally trained by minimizing the cross
entropy (CE) using the stochastic gradient descent (SGD) algorithm.
However, the SGD method doesn’t consider the correlation between
parameters and therefore can lead to unstable and slow convergence
in training. Second-order optimization methods provide a possible
solution to this issue. However these methods are either computa-
tionally heavy or do not have competitive performance. In this pa-
per, a novel optimization method – stochastic natural gradient based
on minimum variance assumption (SNGM) is proposed for training
RNNLMs. It allows the natural gradient method to operate at a com-
parable training efficiency to the SGD method. By modifying the
gradient according to the local curvature of the KL-divergence be-
tween current and updated probabilistic distributions, the proposed
SNGM approach is shown to outperform both the SGD and lim-
ited memory BFGS methods across three tasks: Penn Treebank,
Switchboard conversational speech recognition and AMI meeting
room transcription in terms of both perplexity and word error rate.

Index Terms— RNNLMs, Natural Gradient

1. INTRODUCTION

Language models (LMs) which estimate the probability of any given
word sequence in a language are essential to many applications such
as speech recognition. A variety of statistical language models have
been proposed, such as n-gram [1] LMs and neural network LMs [2,
3, 4, 5]. In recent years, RNNLMs and long-short term of memory
(LSTM) variants [6, 7, 8] have been shown to yeild state-of-the-art
language modeling performance on a wide range of tasks and give
significant improvements over n-gram LMs.

For the training of RNNLMs, cross entropy is normally used as
the objective function and stochastic gradient descent (SGD) algo-
rithm [9] used for optimization. In common with other gradient de-
scent based techniques, the SGD method only considers about the
first-order derivatives. No higher order gradient information [10,
11, 12, 13, 14] is used to consider the correlation between param-
eters and therefore can not fully capture the curvature of the objec-
tive function. This can lead to unstable and slow convergence in the
training. Newton’s method is one of the most renowned approaches
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to address this issue by using quadratic approximation of the objec-
tive function. However, for tasks with a large number of parameters
such as language modeling, computing the Hessian matrix and its
inverse required by Newton’s method is problematic.

To address this issue, truncated Newton’s methods based on
Hessian-free [13] (HF) optimization have been proposed and suc-
cessfully applied to speech recognition tasks [14]. Instead of di-
rectly computing the Hessian matrix and its inverse, the product
between the inverse Hessian and the gradient is approximated using
an iterative Conjugate Gradient (CG) algorithm. However, due to
additional modified forwarded passes performed during CG search,
the HF method is highly expensive [13, 15, 16] and can converge
to a sub-optimal solution. Alternatively, the 2nd order update di-
rection can also be approximated via a recursion over a limited
number of past gradients based on the limited-memory Broyden
Fletcher Goldfarb Shannon (L-BFGS) [11, 12, 17] algorithm. Using
the KL-divergence between the current and updated probabilistic
distributions over state-level sequence from an information theory
perspective, a natural gradient [18] based DNN acoustic model
training method was proposed in [16]. In the NG method, gradient
descent is done on the space of densities pθ(w). The update direc-
tion is obtained using the product of inverse of the empirical Fisher
Information (FI) matrix where the gradient estimates are derived by
CG.

In this paper, we propose a novel optimization algorithm,
namely stochastic natural gradient based on minimum variance
assumption (SNGM) for training RNNLMs. Using this method, the
product of the inverse FI matrix and the gradient can be approxi-
mated as the gradient multiplied with a dynamically adjusted scaling
factor. Compared with the NG based method in [16], our method
does not require expensive CG search and is as efficient as standard
SGD training scheme. The proposed approach is shown to outper-
form both the SGD and L-BFGS based second-order optimization
methods across three data sets: Penn Treebank, Switchboard con-
versational speech recognition and AMI meeting room transcription
in terms of both perplexity and word error rate.

The rest of the paper is organized as follows. Section 2 and
Section 3 briefly review the RNNLMs architecture and SGD based
training algorithm. Section 4 presents the L-BFGS based second
order optimization scheme for the RNNLMs. Section 5 introduces
the SNGM method. Experimental results are presented in seciton 6.
Section 7 is the conclusion and future work.
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2. RECURRENT NEURAL NETWORK LANGUAGE
MODELS

Language models (LMs) assign a probability to any given sentence
of n wordsW = (w1,w2, ...,wn). According to Bayesian rule, it
can be decomposed as the product of the individual word probabili-
ties given its word history:

P (W ) = P (w1, ...,wn) =

n∏
t=1

P (wt|wt−1, ...,w1). (1)

In recurrent neural network language models (RNNLMs), the word
probability can be written as:

P (wt|wt−1, ...,w1) ≈ P (wt|wt−1,ht−2) = P (wt|ht−1),
(2)

where ht−1 ∈ RM is the hidden vector that represents the previ-
ous history (wt−1, ...,w1). The RNNLM can be generally divided
into three parts: the projection layer, the recurrent layer and the
output layer. The projection layer projects the one-hot word vec-
tor wt ∈ RN into a continuous space χ ⊆ RM as xt, where N
is vocabulary size and usually M � N . Followed by the projec-
tion layer, recurrent layer computes the hidden vector by recursively
applying a gating function:

ht−1 = g(xt−1, ht−2), (3)

which is normally based on sigmoid activations in standard RNNLMs.
In order to address vanishing gradient issue associated with conven-
tional RNNLM training, long short-term memory (LSTM) [19]
RNNLMs can be used. For both conventional RNNLMs and LSTM-
RNNLMs, the output layer uses the hidden vector ht−1 to compute
the word probabilities via a softmax activation:

P (wt|ht−1) =
exp((Vht−1)indx(wt))∑N

n=1 exp((Vht−1)n)
, (4)

where V is the the projection matrix of the output layer that project
the hidden vector back to vocabulary space, (Vht−1)n denotes the
n-th elements of (Vht−1) and indx(wt) is the index of wordwt.

3. RNNLM TRAINING USING SGD

Conventional RNNLM training minimizes the cross entropy (CE) of
the training data. For a given sequence containing a total of Nw

words, the CE objective function is given by

L(θ) = − 1

Nw

Nw∑
t=1

logP (wt|ht−1). (5)

The stochastic gradient descent (SGD) algorithm is normally used in
CE training. For the (k + 1)-th randomly selected minibatch of Nw

words within each training epoch, the gradient statistics accumulated
over the minibatch are scaled by a tunable learning rate α before
being used to update the model parameters

θk+1 = θk − α∇L(θ). (6)

The gradient of RNNLMs can be acquired using an extended form of
the standard back-propagation algorithm, back-propagation through
time (BPTT) [20]. The SGD method only considers the first-order
derivatives. No higher order gradient information is used to consider
the correlation between parameters. Therefore this method can not
fully capture the curvature of the objective function. This can lead
to unstable and slow convergence in the training.

4. RNNLMS TRAINING WITH SECOND ORDER
OPTIMIZATION

In this section we briefly review the Newton’s method and Quasi-
Newton methods. Considering about the drawbacks of BFGS
method, we apply the L-BFGS algorithm for RNNLM training.
4.1. Newton’s Method

In contrast to SGD, Newton’s method explicitly considers the
second-order gradient information to capture the correlations be-
tween model parameters. By taking a quadratic approximation to
the objective function, the objective function L(θ) can be locally
approximated using a second-order Taylor series expansion:

L(θk + ∆θ) ≈ L(θk) + ∆θT∇L(θk) +
1

2
∆θTH∆θ, (7)

where H is the Hessian matrix. Instead of directly minimizing
L(θ), Newton’s method aims to minimize the above quadratic ap-
proximation of equation (7). Setting its gradient with respect to ∆θ
to zero leads to the Newton update direction:

∆θ = −H−1∇L(θk). (8)

4.2. Quasi-Newton Methods
For tasks with a large number of model parameters, directly us-

ing Newton’s method is problematic. The calculation of the Hessian
matrix with O(N2) parameters and its inversion of O(N3) com-
plexity are both computationally expensive. Furthermore, the Hes-
sian matrix is not guaranteed to be positive-definite. In this case, the
resulting Newton direction may not lead to the desired minimum,
but rather towards an opposite direction or a saddle point.

To address these issues, two types of techniques that do not re-
quire an explicit direct calculation of Hessian and its inverse can be
used. The first type is based on Hessian free optimization [13, 15] .
Instead of directly computing the Hessian matrix, an iterative Con-
jugate Gradient (CG) algorithm is used to calculate the update direc-
tion. As the CG search requires additional modified forward passes
[13, 15, 21] to be performed, the Hessian Free optimization algo-
rithm is therefore expensive to use in practice [14, 16]. The second
category of techniques are based on Quasi-Newton methods. These
techniques approximate the inverse Hessian matrix by recursively
analyzing the past gradient vectors. An early form of these methods
was based on the Davidon Flecher Powell (DFP) algorithm, before
being further developed into the widely used Broyden Fletcher Gold-
farb Shannon (BFGS) algorithm.
4.3. Limited Memory BFGS Method

The standard BFGS algorithm requires a full matrix approxima-
tion to the inverse of the Hessian with O(N2) parameters. This is
computationally expensive for tasks with a large amount of model
parameters. To address this issue, a low memory extension to the
standard BFGS algorithm, limited memory BFGS (L-BFGS) method
can be used. In contrast to the standard BFGS algorithm that approx-
imates the inverse Hessian directly via a recursion over past gradi-
ents, the L-BFGS method approximates the matix-vector product be-
tween the inverse Hessian and gradient vector in equation (8). Only
a few vectors representing a history of the past m updates of such
matrix-vector product need to be stored. The gradient history size
m can be set small as m < 10. In this paper, m = 5 is set to 5
throughout the experiments.

The L-BFGS algorithm requires an initial approximation of the
Hessian before iteratively computes the product between Hessian in-
verse and the gradient vector. Following the work in [22], the initial
Hessian approximate is set to be an identity matrix. The pseudo-code
of the L-BFGS algorithm is shown in algorithm 1.
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Algorithm 1 L-BFGS algorithm for RNNLMs

1: gk ← ∇L(θk), q← gk
2: for i = k − 1, k − 2, ..., k −m do
3: si← θi+1 − θi, yi← gi+1 − gi
4: ρi ← 1

yT
i
si

, αi ← ρis
T
i gk

5: q← q−αiyi
6: end for
7: B0

k = I , z← B0
kq

8: for i = k −m, k −m+ 1, ..., k − 1 do
9: βi = ρiy

T
i z

10: z = z + si(αi − βi)
11: end for
12: H−1

k gk← z

5. STOCHASTIC NATURAL GRADIENT OPTIMIZATION

The natural gradient method was first proposed by Amari [18] as
an effective method for training parametric density models. This
method established a geometry on the Riemannian space of density
functions inside which steepest descent is performed. Amari showed
[23] that by inherently doing optimization on the Riemannian space
of density models, the natural gradient method can be more effective
than standard gradient descent. This method has attracted increasing
interest in recent years for training DNNs [16, 24, 25, 26]. This work
extends the application of NG method into RNNLMs.
5.1. Fisher Information Matrix for RNNLMs

Let F be the family of densities pθ(wt|ht−1) that can be cap-
tured by different setting of θ. For simplicity in the rest of the paper
we use pθ(wt) to denote the pθ(wt|ht−1). When one adds a small
quantity ∆θ, the changes of the probability distributions can be mea-
sured using the KL-divergence between the current and updated dis-
tributions. Using a Taylor expansion, within a convex neighbour-
hood of a given distribution θ(wt), the KL-divergence can be ap-
proximated as follows:

KL(pθ(wt)||pθ+∆θ(wt)) ≈ −∆θTEpθ(wt)[∇log(pθ(wt)]

−1

2
∆θTEpθ(wt)[∇

2log(pθ(wt)]∆θ,

(9)
where Epθ(wt)[∇log(pθ(wt)] in the first term of the quadratic ap-
proximation of the KL-divergence can be shown equal to zero be-
cause each candidate pθ(wt) is a valid probability distribution. Thus
the KL divergence can be locally approximated by

KL(pθ(wt)||pθ+∆θ(wt)) ≈

− 1

2
∆θTEpθ(wt)[∇

2log(pθ(wt)]∆θ.
(10)

The Fisher Information (FI) matrix is defined as the expected
outer product of the likelihood score,

F = Epθ(wt)[∇logpθ(wt)∇logpθ(wt)
T ]. (11)

Under the condition where equation (10) holds, the FI matrix can be
proved to be equal to the negated Hessian matrix w.r.t the distribution
pθ(wt). Thus, we can now locally approximate the KL-divergence
by

KL(pθ(wt)||pθ+∆θ(wt)) ≈
1

2
∆θTF∆θ. (12)

For any given θ, Equation (12) allows us to define a notion of local
’distance’ measure in the Riemannian parameter space of joint dis-
tributions pθ(wt) using the FI matrix. Thus the FI matrix can be

regarded as the Riemannian metric tensor of the space of the prob-
ability density functions. Amari proved that the steepest descent di-
rection of L(θ) in Riemannian space is [18]

∆θ = −F−1∇L(θ). (13)

5.2. Stochastic NG under minimum variance assumption
In this work, we randomly divide the training data set into sev-

eral small minibatches in the same fashion as SGD. Each minibatch
can be viewed as a local representation of the whole training set. We
estimate the Fisher Information matrix by the data samples only in
current minibatch and update the model parameters using the natu-
ral gradient method (SNG). Following the greedy strategy, this ap-
proach uses natural gradient to get the ’steepest’ update direction
instead of SGD direction within each minibatch.For tasks having a
large amount of parameters, directly computing the update direction
based on natural gradient method is expensive when explicitly com-
puting and inverting the FI matrix. In [16] this issue is addressed by
using a CG search scheme to iteratively approximate the product be-
tween the FI matrix inverse and the gradient. However, in practice,
CG algorithm is time consuming and not always stable especially
when the number of iterations is limited. In order to improve effi-
ciency, a minimum variance assumption is made over the gradients
obtained within each minibatch. The resulting algorithm, stochas-
tic natural gradient under a minimum variance assumption (SNGM),
allows the FI matrix to be approximate as

F ≈ Epθ(wt)[∇log(pθ(wt)]Epθ(wt)[∇log(pθ(wt)]
T (14)

For RNNLMs with CE objective function, the expection of the gra-
dients within a minibatch is exactly the update gradient∇L(θ) pro-
vide by SGD. Therefore, the update direction can be written as

∆θ = −(ggT )−1g (15)

As ggT is semi-positive definite, it is easy to find out that the up-
date direction is ∆θ = − g

gT g
. The inner product of vector is only

O(N) complexity. Therefore, the SNGM method is as fast as SGD
method. Compared with SGD, our method provides a scaling factor
appied to the gradient w.r.t each minibatch to dynamically adjust the
step size. We should carefully state that the minimum variance as-
sumption may not always hold, but the practical experiment shows
that SNGM method is effective. Table 1 shows the validation PPL
of LSTM language models using the SNGM and SGD methods with
different minibatch sizes varying from 5 to 200 on 3M words swbd
task. The learning rate is set to be 0.5 in all these experiments. In
contrast to the large performance degradation of the SGD LSTM
LM, the performance of SGNM trained LSTM LMs were found to
be very robust when using a wide range of minibatch sizes.

Table 1: Validation perplexities of SGD and SNGM trained LSTM
LMs with varying minibatch sizes on 3M word Switchboard corpus

Batchsize 5 10 50 100 200
SGD 90.1 90.7 100.9 114.5 121.4

SNGM 87.7 88.9 88.1 88.2 89.0

6. EXPERIMENTS AND RESULTS

In this section, we evaluate the performance of L-BFGS and SNGM
algorithms on sigmoid RNN and LSTM LMs using the perplexity
(PPL) measure and the word error rates (WERs) obtained in au-
tomatic speech recognition (ASR) tasks. The language model was
built on the Python GPU computing library PyTorch [27], while the
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Fig. 1: Validation data PPL changes of the language models in the training procedure on Penn Treebank, Switchboard and AMI corpora using
SGD, L-BFGS and SNGM methods.

optimization algorithm is developed by ourselves. In all our exper-
iment, we used 200 hidden nodes in the sigmoid RNN and LSTM
language models. The batch size and the learning rate are set to be
10 and 0.5 respectively for all these experiments. And we applied the
same newbob scheduling strategy to all the optimization algorithm
during training. The ASR systems were constructed using the HTK
toolkit version 3.5 [28]. In state-of-the-art ASR systems, RNNLMs
are often linearly interpolated within n-gram LMs to obtain better
generalization ability [29, 7]:

P (wt|wt−1
1 ) = λPngram(wt|wt−1

1 )+(1−λ)PRNN(wt|wt−1
1 ),

(16)
where λ is the weight assign to the back-off n-gram LM, and is kept
fixed as 0.5 in all experiments in this paper.
6.1. Experiments on Penn Treebank Corpus

We first analyze the the performances of SGD, L-BFGS and
SNGM algorithms using the Penn TreeBank (PTB) corpus [30],
which consists of 10k vocabulary, 930k words for training, 74k
words for development and 82k words for testing. The left pic-
ture in Figure 1 shows that the L-BFGS and SGD algorithm give
very similar performances, while the SNGM method outperforms
them on both sigmoid RNN and LSTM language model with lower
validation data PPL and faster convergence.
6.2. Experiments on Conversational Telephone Speech

The Switchboard English system has 300 hour of conversational
telephone speech from Switchboard I for acoustic modeling and
3.6M words of acoustic transcription with 30k words lexicon for
language modeling. The acoustic model is a minimum phone error
(MPE) trained stacked hybrid DNN-HMM acoustic model [17],
which contains 6 sigmoid activation based hidden layers of 2000
nodes, except the 2nd last bottleneck (BN) layer contains 39 nodes
used to produce BN features.The PPL on the validation data during
training is shown in the middle part of Figure 1. The PPL and the
WER results on Switchboard (swbd) and CallHome (callhm) test
data can be found in Table 2. It can been seen that the SNGM
method provides competitive performance on this task, while the
L-BFGS is worse than SGD. Compared with previous work [17] on
L-BFGS RNNLM, here we used a stronger SGD baseline.
6.3. Experiment on AMI Meeting Transcription Task

The previous experiments show that the SNGM method is more
efficient than the other two methods. Because of computation limi-
tation, we evaluate only the performance of SGD, and SNGM on the
highly challenging meeting transcription task using the 59 hour Aug-
mented Multi-party Interaction (AMI) corpus [31]. We used a mix-
ture of text corpora with 26M words (AMI, Fisher 1/2 and SWBD)

Table 2: Validation data perplexities (PPL) and word error rates
(WERs) on swbd and callhm test data

PPL WER(%)
LMs swbd callhm

- + 4g - + 4g - + 4g
4-gram 80.65 - 12.1 - 23.9 -

RNN-SGD 96.28 75.00 11.7 11.5 24.1 23.4
RNN-LBFGS 99.66 76.38 11.9 11.6 24.2 23.6
RNN-SNGM 93.96 73.93 11.6 11.3 23.8 23.3
LSTM-SGD 90.74 71.95 11.4 11.3 23.3 23.1

LSTM-LBFGS 92.41 72.98 11.4 11.2 23.9 23.3
LSTM-SNGM 88.93 70.56 11.3 11.1 23.5 23.1

Table 3: Validation data perplexities (PPL) and word error rates
(WERs) on AMI test data

PPL WER(%)
LMs dev eval

- + 4g - + 4g - + 4g
4-gram 111.30 - 30.4 - 31.0 -

RNN-SGD 95.39 84.59 29.8 29.4 30.5 30.0
RNN-SNGM 91.21 82.37 29.7 29.1 30.2 29.9
LSTM-SGD 82.55 76.61 29.4 29.0 29.6 29.5

LSTM-SNGM 81.38 75.34 29.4 29.2 29.7 29.5

and 41k words in vocabulary to train the language model. For acous-
tic modeling, we trained a Tandem system and a Hybrid system sep-
arately and then combined them for better performance using joint
decoding [32]. All systems were based on state-clustered decision-
tree triphone models with 6000 nodes. The right part of Figure 1
shows the validation data PPL changes during training. The PPL
and WER performances are shown in Table 3.The AMI experiment
result indicates that the SNGM method outperforms SGD on PPL
measure and sigmoid RNN language model based WERs.

7. CONCLUSION

In this paper, an effective stochastic natural gradient method un-
der minimum variant assumption (SNGM) is proposed for training
RNNLMs. Experiment results on three datasets suggest the pro-
posed technique is useful to improve the performance for RNNLMs.
To the best of our knowledge, this is the first work using NG based
optimization for RNNLMs. Future work will focus on the compari-
son of the SNGM method with CG based NG method on RNNLMs.
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