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Abstract: This paper presents the application of a multi-scaladigm to Chinese spoken document retrieval (SDR)
for improving retrieval performance. Multi-scale msfeo the use of both words and subwords for retrigVakds are
basic units in a language that carry lexical meaning and sdhwwmits (such as phonemes, syllables or characiees)
building components for words. Retrieval using subword indexnits is found to perform better than words because
of the robustness of subword units to out-of-vocabulary\({D®ords during speech recognition and ambiguities in
word segmentation. Experimental results have demonstratieduthaord bigrams can bring improvement in retrieval
performance over words (~9.56%). Application of multi-s¢ateon to SDR aims at combining the lexical inforioat

of words and the robustness of subwords. This work pietfeatfirst detailed investigation for a Cantonese bistdc
news retrieval task using two different multi-scale dasapproaches: pre-retrieval fusion and post-retriaugibi.
Multi-scale retrieval using both words and syllablgrims achieve improvement in retrieval performance (~1)90%
over retrieval on the composite scales.

Index Terms: speech retrieval, multi-scale fusion, Cantonese speeognition



1 Introduction

The popularity of the World Wide Web (WWW) has attractddrge amount of information available over the
Internet. In order to retrieve information relevant terugueries from the WWW effectively, search technologies
being actively developed and improved. With the advermnoltimedia technology, there is also a large amount of
information available irmultimediaformats (e.g. recordings from TV or radio broadcasts@ntations, meetings or
lectures). This has brought about the demand for conteetibatrieval from multimedia information sources. Aigo
these multimedia sources, speech is a common informetiemnel. Therefore, effective location of informatioonfr
speech recordings is important for searching multimedia 8ateken document retrieval (SDR) is the technology that
enables efficient search of information that is reteéuvto user queries from collection of speech recordifsgglications
of SDR include content-based multimedia document organigasiarveillance for security or intelligence purposes,

education and entertainment software, etc.

Indexing
Spoken o Speech transcriptions
documents recognition
Index
4> construction
Document |e—m o |
indices
A 4
User » Retrieval » Relevant
query documents
Retrieval

Figure 1 Overview of the document indexing and retrievatgsses in a spoken document retrieval system.

A common approach for SDR is to combine automatic cdpeecognition (ASR) and textual information
retrieval (IR) as shown in Figure 1. ASR is appliedtadpce textual transcriptions for spoken documents. Indices fo
these spoken documents are then built using the autotraatszriptions. Based on the document indices, textua IR i
applied to retrieve documents that are relevant to thesupgery. Traditionally, words are used for building document
indices in information retrieval. Use of the word ungseneficial to retrieval because words carry lexioakning.
However, a major problem of word-based retrieval foR3®the existence of words in the spoken documents that ar
unknown to the speech recognizer (out-of-vocabulary or OOQV words are either missed or replaced by other in-
vocabulary words. Furthermore, ASR may introduce recimgnérrors. Document indexing with these combined errors
will lower the retrieval performance. Since all wor® composed from subwords units (e.g. phonemes, |egl)ady
characters), retrieval based on subword indexing units eapplied for improving retrieval performance when there
are OOV words.

This paper reports on the first investigation of SDR @antonese broadcast news. Cantonese is a Chinese
dialect used in Hong Kong, Macau and south China areas. Gamtenese has different vocabulary and grammar in its
spoken and written form, this imposes additional diffiesltio retrieval from ASR transcriptions based on textual

queries. Spoken documents used in this work also make upghedfiection of Cantonese broadcast news in Internet



multimedia format (RealMedi¥) for SDR experiments. We propose to apply a multi-sgaleadigm to SDR for
improving performance of retrieval from imperfect doamnindices. Multi-scale refers to the use of bothdscand
subwords for retrieval (Meng et. al. 2000a). We have algestigated two approaches for multi-scale fusjme:-
retrieval fusion andpost-retrievalfusion. Extensive experiments have also been conductedviestigations that also

demonstrate consistent retrieval performance impremesnobtained.

This paper is organized as follows. In Section 2, we aNe a review of some background information and
previous work in related areas. Section 4 presentddtals of two approaches for multi-scale retrievaé-petrieval
fusion and post-retrieval fusion. Our experimental setugivien in Section 4. Section 5 gives result and analyses for

our experiments. Finally, this work is concluded in Section 6.

2 Background

2.1 Spoken document retrieval

Spoken document retrieval (SDR) has attracted much regenést (Schauble, 1997). As shown in Figure 1,
essential processes involved are docuniethxing and retrieval based on user queries. Indexing in SDR involves
converting speech data into transcriptions by automatiechpeecognition. Document indices are then derived from
these transcriptions by the indexing procedure. When asugglies a query to the retrieval system, the retrieval
process will search through the document indices for aetedocuments. Relevant documents are returned to the user

as retrieval results.

There are several pioneering systems in SDR. The VidabRétrieval (Foote, 1997) achieves audio and video
document retrieval by the keyword-spotting algorithm. Asptexample is the Infomedia digital video library project
(Hauptmann, 1997) that aims to offer effective search atrgbval of relevant information from digital libsarSDR
has evolved from the early keyword-spotting based retriéwoote, 1997 and Jones et. al., 1996b) to more recent
systems based on large scale broadcast news traimscsgstems working in conjunction with informationrietal
systems (Thong et. al., 2000, Makhoul et. al., 2000, amasdn et. al., 2001). The focus has been placed on imgrovi
the accuracy of automatic speech recognition to reduoeserr transcriptions and hence document indices. With the
availability of large-scale broadcast news archives)ymatrieval systems have been developed for autonmatéxing
and retrieval of broadcast news. To name a few examiplese include the Broadcast News Navigator from Mitre
(Merlino and Maybury, 1999), SCAN from AT&T (Choi el., @998 and Whittaker et. al., 1999), SpeechBot of
Compagq (Thong et. al., 2000 and Compagq, 2000), Rough’n ReadBMf(Blakhoul et. al., 2000), and Multimedia
Document Retrieval project of Cambridge University (Jmhmet. al., 2001 and Tuerk et. al., 2001). However, highly
accurate automatic speech recognition is not alwaghfea Under many situations, the acoustic conditidraish and
the automatic recognition accuracy is unavoidably lakiernative approaches have to be used for improvirrgevet

performance under these conditions. This has motivatadvastigation of multi-scale SDR in this work.

2.2 Spoken document retrieval for Chinese

Chinese language is significantly different from Indo-Euaspkainguages (such as English, German, etc.). For
example, Chinese is character-based and English is atlsbémong the dialects of Chinese, Mandarin (or
Putonghua) is the official language and Cantonese ialectlthat is used in Hong Kong, Macau and south Chirzsare
Between Mandarin and Cantonese, they share the sasie phonological structure in that both of them are
monosyllabic and tonal. Monosyllabic means that eeb@aracter is pronounced as a syllable. Every Chiagtable



consists of an optional syllable initial (a consonangetber with a syllable final (a vowel followed by an optl
consonant). Chinese syllables are tonal becauseblegdlavith different lexical tones have different meanings.

Chinese languages, lexical tones are expressed acousticpltgh profiles and temporal durations of syllableafs.

Table 1 shows a comparison of the phonological statifor Cantonese and Mandarin. It should be notedfiat the

different initials, finals, and tones in each dialebe number of valid syllables among all possible doatibns is
limited (~1800 out of 6360 possible combinations for Cargeraad ~1200 out of 4025 for Mandarin).

Table 1 Comparison of phonological statistics betw@antonese and Mandarin.

Cantonese Mandarin
No. of syllables (without tone) ~600 ~400
No. of tonal syllables ~1800 ~1200

No. of lexical tones 6 5

No. of initials 19 22

No. of finals 53 35

In the written form, words in Chinese text appear asgaence of characters. All Chinese textual materials are

formed form about 10,000 different traditional Chinesarahters.Moreover, there is no explicit word delimiter in

written Chinese. As a result, word segmentation proceseeded for extraction of words from written Chinese. As

shown in Figure 2, potential word units are identifiedrfra character sequence based on a given vocabulary of words.

Sequences of consecutive characters that can form wadiaacted. For those characters that cannot be seginen

as word, they are returned as separated characters.

Chinese textual

vocabulary
e.g. EABE

Remark:
&K is assumed to be an out-
of-vocabulary word

document in form of

character sequence; »| word Segmentation

word sequences output
—> based on the vocabulary;

HAMRE R M

e.g. HARERM

Figure 2 lllustration of the word extraction processrirtext and the potential problem. Since word segmentéion
dependent on pre-defined vocabulary, it is susceptible eégpthblem of out-of-vocabulary (OOV) words. In this
example, the character sequence for the Chinese woutrfiafion retrieval system” is to be segmented. Ifvtloed
“system” is an OOV word, the composite character bélreturned as separated characters.

Moreover, word segmentation from character sequeneceamaiguous process. For example, there can be three

different segmentations for the character sequeiie- e 4 2217" as shown in Figure 3. These segmentations are
all syntactically valid and semantically meaningful.alf incorrect segmentation is used in the document indexing

process, irrelevant documents will be returned fronretréeval.

character sequence

—REAE T

segmentation 1
(meaning)

segmentation 2
(meaning)

segmentation 3
(meaning)

&
E— WE W ST
(This banquet will be held as usual)
BB & W ST
(Tonight an event will be held as usual)
iE— WE W HEET

(If this banquet is held very often)

Figure 3 lllustration of ambiguity in word segmentatigh.character sequence can be segmented into different
sequences of words that are syntactically valid andsgoally meaningful.



Extraction of word units from spoken documents can be aahigyepplication of speech recognizers such as
large vocabulary continuous speech recognizer (LVCSRgypword-spotters for spoken documents. Words obtainable
in these cases are then dependent on the vocabularg spéech recognizers. Any word in the speech signal not
covered by the vocabulary (i.e. out-of-vocabulary word) eitlyer be treated as noise or substituted by othedswor

contained in the vocabulary. This is illustrated with xaneple in Figure 4.

spoken documents in
form of audio signal;
e.g. speech signal of >

HFRRAM
st

word sequences output
word recognition = based on the vocabulary;
HIBE XXXX

vocabulary

e.g. PR

Remark:
FME is assumed to be an out-
of-vocabulary word

Figure 4 lllustration of the word extraction processrfrepeech and the potential problem. Speech recogngion i
applied to obtain word units from speech signal. If thedwisystem” is an OOV word, it is either substituted biyen
words or missed by the recognizer. This is denoted as XXX the output.

Early work in Chinese SDR includes those by (Chen e2@D0a, Chen et. al., 2000b, Wang, 2000, Chen et. al.,
2001a, and Chen et. al., 2001b, Chen et. al. 2002) that wdhe oetrieval of Mandarin broadcast news. Investigation
for retrieval of Cantonese broadcast news includseettio (Li et. al, 2000, Meng et. al., 2000, Meng et.1899, and
Meng and Hui, 2001). With the availability of large amountsdafa for Chinesk,there have also been some
investigations on cross-language SDR for Chinese suthea®trieval of Mandarin audio documents using English
gueries in the MEI project (Meng et. al., 2000b, Lo kt.2001, Meng et. al., 2001a, Meng et. al., 2001b, and Wang
al, 2001).

2.3 Subword-based retrieval

Words are made up from subwords where subwords can benrpbsineyllables or characters in Chinese.
Subword units for indexing can be obtained by formiwgriapping n-gramdgrom subword sequence. An important
characteristic of subword n-grams is that the formatrmtess is independent of any vocabulary. One may elsct s
different values o to change the degree of teequential contextual informatiocaptured by subword n-grams.
Sequential contextual information is the informationteegal by the consecutive sequence of subword units in-the n
gram. In order to reduce the possibility of missing arfgrimation contained in the subword sequermesriapping
subword n-grams are usually used. As an example, assw@ahé¢héne is a sequence wof subword units (can be

phonemes, syllables, or characters, etc.)

(8.9 ... S

the sequences of overlapping n-gramsfer2 andn = 3 are
{SS SS S5 ... 1S} forn=2,
{SSS SSS ... §2Sn1Sn} forn=3.

Retrieval using subword-based indexing units has the advantadgkehadexing process is not affected by the
OOV problem. As shown in Figure 2 and Figure 4, Woed extraction process relies on the word coveragéef t
vocabulary. In case there are OOV words (e.g. new prapees or acronyms etc.), they cannot be extractetiemzk
cannot contribute to retrieval. Retrieval using subwegiams is more robust to the OOV problem sincedheation

of subword n-grams is independent of any pre-defined vocgbular



In addition, subword n-grams are also robust to ambiguitiesord segmentation. As shown in Figure 3, there
are multiple ways of segmenting a Chinese character seguln case the segmentation process returns aneotorr
word sequence for indexing, incorrect documents will beeratd. By using overlapping subword n-grams (e.g.
bigrams), a unique sequence of indexing units can be obtésee Figure 5). This can avoid the problem due to

ambiguities in word segmentation.

Wi

character sequence ;E—‘Hﬁ‘@;lﬂﬁgﬁ

— —Hh BE
mE EE BT

Figure 5 Formation of a unique set of character bigriiom a given character sequence for indexing.
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character bigram

Subword n-grams are also robust to some errors introducapeech recognition as illustrated below. On the word
scale, a single mis-recognized syllable/character woender the word match to fail. If subword n-grams are used
instead, some correct n-grams can be preserved favedt For example, assume that the original 4-charaagd is

C; G, G; C,. If the speech recognition process introduced a singbe eraking G become E the character sequence
becomes €C, C; E4. As a result, the word ,GC, C; C, cannot contribute to the retrieval process. If ctiarabigrams

are used, three character bigrams can be formed frenwéind. The recognition error in this example only causeabn
these targeted character bigrams (the last in the worblg substituted by an erroneous character bigramoasish

below. The two correct bigramsG and GCsremains correct and can contribute to retrieval.
C.C, CGC; GCy original bigram sequence
C.C, CC; GE,4 bigram sequence with the error

In addition, the use of subword syllable indexing units is beneficial when there are recognition errors due to
homophones. Recognition errors due to homophones asiblgoshen words are substituted by incorrect wordsngvi
same syllable pronunciations. Under such circumstasame of the output characters are wrong but the yllab
sequence is correct (see Figure 6). As a result, reigievith character-based units will miss these wordsudssthat
there are two homophones {G} and {C;,C;} and their pronunciations are both,§}. If {C 1C,} is an OOV word in
the recognition vocabulary, any occurrence of this worthé speech signal will be substituted by the homophone
{C1LC3}. Therefore, the correct word cannot be matched dwetrieval using character-based units. If syllable-hase

units are used, the indexing unit;§} can be preserved for retrieval.

Character Syllable Meaning
Out-of-vocabulary _
word {Eﬂg lgu-gaa/ valuation
Word in _
vocabulary H&LE lgu-gaa/ stock price

Figure 6 Homophones introduce erroneous character-basednimdaits (1 of the 2 characters is incorrect). Irs thi
example, the out-of-vocabulary word is substituted by a Iptiree in the vocabulary. The incorrect unit cannot
contribute to the retrieval process.

Recognition errors due to homophones are especially canfiondoreign proper names because there are new
names introduced continuously. More importantly, their Cleinesnes are often phonetic transliterations - tasiosl
based on the pronunciation. As a result, speech re@gmnizay return different character sequences with dhee s
pronunciations. As shown in Figure 7, the OOV word, VAsgga is substituted by a character sequence with the same
syllable pronunciation. Neither the expected word norathiar bigrams can be obtained from the recognition autpu

As a result, the recognition error cause retrievaldagsecharacter-based units to fail.



Character Syllable

Out-of-vocabulary . -
ﬂﬁmmﬂﬁ} Ingaa-git-paak-ji/

word

Recognizer . .
output ﬂ:ﬁ % m Z‘(‘ Ingaal [git/ Ipaak/ fil

Figure 7 Proper names not covered by the vocabulary (ajgayée) are represented as separated characteramith s
pronunciations as the targeted ones. Retrieval onreitharacter bigram or word scale will miss this namse Of
syllable-based indexing units can avoid such error.

There has been some work for English using subword premegnams as indexing units (Ng, 1998, Ng and
Zue, 1998, and Ng, 2000b). In (Wechsler, 2000), there is algstigation on the use of subword phonemes for
retrieving spoken documents in German and English. Fomiafiion retrieval in Chinese, there has been some work on
word segmentation for Chinese IR (Nie and Briseli#96) as well as investigation on the use of words or deanac
grams as indexing units for Chinese textual IR (Kwok, 1997Niacdind Ren, 1999). Subword-based indexing is useful
for information retrieval in Chinese because all texti@uments are made up of a finite number of characteisgU
character n-grams in Chinese IR guarantees full textvalage of documents. In addition, problems due to ambiguity
in word segmentation can be avoided. Similarly, the dsg/ltable n-grams offers full phonological coverage fo
Chinese languages. Similar to English mentioned abovejshef subword indexing units in Chinese SDR can also
overcome the OOV problem in speech recognition. Impneve in Chinese SDR performance by using subword
indexing units has been reported for Cantonese in (Meral.£1999, Li et. al., 2000, Meng et. al., 2000a) as well as
Mandarin in (Wang et. al., 2000). Previous experiences in@uabbased information retrieval have demonstrated that
the optimal value of for n-grams depends on the language. The use of phonernaend-(i¥g, 2000b) in English and
subword bigramsnE2, character bigrams and syllable bigrams) for ChinkseK, 1997, Meng et. al., 2000a, and

Wang 2000) achieves the best retrieval performance aotbegvalues of.

2.4 Multi-scale approach

In this work, we investigate the fusion of multiple indhexiscales (words and subwords) in SDR for improving
retrieval performance. Multi-scale refers to the udsieoth words and subwords. Words are lexically orientsts uhat
carry discrete piece of information. Matching pairswofds usually refer to the same idea. However, wordsnade
up of subword units (such as phonemes, characters orleg)laMatching subword units may come from different
words. Therefore, words have greaspecificityand are more discriminative for the retrieval prodes® subwords.

On the other hand, subword scale indexing units are ussediyential n-grams of subword units that may not have
lexical meaning. The advantage of using subword indexing igniitsat full coverage is guaranteed and hence they are

more robust to the OOV problem than words.

Multi-scale retrieval aims at fusing thepecificity of words and therobustnessof subwords to obtain
improvement in retrieval performance. Early work inomfation retrieval that makes use of multiple infornmatio
sources include fusing retrieval results from multiglgieval systems as reported in (Fox et. al., 1992, rdxShaw,
1993, and Bartell et. al., 1994), using multiple index soumreddcument indexing (Jones et. al., 1996), and combining
retrieval results of different phoneme n-grams bydingombination (Ng 2000a, Ng, 2000b, and Ng 2000c). Retrieval

performance after fusion has been demonstrated to beveatbover individual retrieval results.

Multi-scale units for Chinese include words and subwogtams in characters or syllables. Characters are
lexically-based and syllables are phonetically-oedninits. Figure 8 shows examples of the indexing uoitadd on

word and subword scale in character and syllable for thee€hiword “information retrieval”.



characters syllables

words BHIFE /zi_seon_gim_sok/

(word (word in syllables
2y = /zi_seon/, /seon_gim/
subwords | ZF2H, , ZAkE & RBER & Igim_ sok/
(e.q. chﬂcterbiqrgms (e.g. syllable b'grams]

1) ZEAME means information retrieval
2) Syllables are shown as Cantonese transcription

Figure 8 Different indexing units for Chinese on word analord scales in forms of characters and syllables.

For Chinese languages, the use of fused retrieval rémsgtalso be been reported in (Nie and Ren 1999) for
textual retrieval as well as Cantonese SDR in (Menglet1999, and Meng et. al., 2000a) and Mandarin SDRHer(C
et. al., 2000a, and Chen et. al. 2001a). Among thes@pseexperiences, both words and subword n-grams (characte
or syllables) have been used in multi-scale retriendl@btained improvements in retrieval performanuehis work,
we attempt to present a thorough investigation and asasnulti-scale fusion for Chinese SDR and speclijcialr

the retrieval of Cantonese broadcast news under Iegegnition accuracy.

3 M ulti-scale fusion

Fusion of multiple indexing scales is proposed for imprgvietrieval performance by taking advantage of
different indexing scales. In general, multi-scale fusian lbe carried out in two different wayse-retrieval fusion
andpost-retrieval fusion

In pre-retrieval fusion, the query and document repratient on different scales are merdefore retrieval
This enables all of the information in the represeonatito be used during retrieval. Pre-retrieval fusion getathe
dimensional space of indexing units and this allows mui@ration to be represented. However, in case thege is
change in the fusion process (e.g. addition of more scalesange of weightings for composite scales), the whole
document collection will have to be indexed again. Theseirgdurce significant overhead to the overall retrieval
process.

In post-retrieval fusion, fusion is carried aifter retrieval Post-retrieval fusion allows us to merge the re#iev
results from different scales as well as differermieesl engines. The advantage of this approach isnitglisity. For
example, change of weightings for composite scales doesequoire the document collection to be indexed again.
Furthermore, the dimensional space of indexing units doneotase. In case only the retrieval scores are sibtes
from a retrieval system, post-retrieval fusion isl gtdssible but not for pre-retrieval fusion. The majoawback of
post-retrieval approach is that additional retrievalsrhave to be performed.

Given the representation of query and document on kdse andd“ respectively, the retrieval process returns
retrieval scores on scateas

Scordg®,d*)=D(g*,d*) (1)

whereD(q,d)is the retrieval process returning a score betweemuery and document vectofsandd on scalek.



3.1 Pre-retrieval multi-scale fusion

& —p| Pre-retrieval

b Fusion Jereret
q - SPreRet(qa’qb)
Retrieval

Process —»SCOr€p,cRet

d DPreRet(q PreRet’d PreRet)
a .
—p| Pre-retrieval

Fusion
db—P SPreRet(da’db) dPreRet

Figure 9 Block diagram of the pre-retrieval multi-sdakgon process.

Pre-retrieval multi-scale fusion merges document repitasions on composite scales before retrieval.sEnge
process is also applied to query representations asatiedtin Figure 9. Without loss of generality, we assumag t
representations on scaend scald arem andn dimension respectively. The merging function is theslation that

maps thanandn dimension vectors togdimension representation,
SPreInt: Dmx Dn - Dp.

wherem andn are dimensions of individual scales before fusion sl the dimension of the representation after
fusion. p< M+ n if the merging is a simple weighted concatenation. Inti(2) overall fusion and retrieval process is

shown.

SC0re (A%, 6°,d%,d°) = Dy S @™, 8 ) Srrereld ™, d°)) (2)

In our experiments, weighted concatenation of the individales is used as the pre-retrieval fusion function.
Other fusion methods are also possible. For examplelsifoom LVCSR are augmented by new words from a word
spotter in (Jones et. al., 1996). The fusion process wseduf pre-retrieval fusion experiments is shown in (5).
Weighting factors for scala andb arew, andw, respectively and it is constrained thigt+ w, = 1. Given the query

and document vectors for scalas follows.
o =[o7 o -+ g3 ©)
d* =|d? d2 ---d2] @
The fused representation for the query is

SPreInt(qa!qb) = |_Wa @ w, Equ

()
=[w, o v, 3w, 85w, 0w - w ]
The same process is also applied to the document vecto
b)_ b
SPreInt(da’CI )_l_Wa Eda Wb La J (6)

— a a a b b b
_[Wa |:(’dl Wa Edz “'Wa |:(’dm Wb |:(’dl Wb mz “'Wb |:(’dm]

By applying (5) and (6) to (2), we can calculate retrieeales as shown in (7). The ranked list of documentshfor

given gueries can then be obtained based on these scores.



SCOrg g (a*,9°,d?,d°) = Dprg W, T w, T2 - w, @3 W, CB° W, B2 - w, (@12,

o, 07 w, 2 v, 08w 00w 2w )

3.2 Post-retrieval multi-scale fusion

g2 —»| Retrieval Scorea
da Process

— DPostRet(qaxda)

Post-retrieval
FUSiOn *ScorePostRet
DpostRet(SCOI’ea,SCOreb)

qb —p| Retrieval
db Process ]

_’ DPostRet(qb,db) Score

Figure 10 Block diagram of the post-retrieval multi-sdakon process.

Post-retrieval multi-scale fusion is achieved by mergirg retrieval results from different indexing scales to
obtain new rankings for documents in the collection. Fidireshows the post-retrieval fusion process that merges
retrieval scores from different indexing scales to iolt@&w retrieval scores. Documents are then re-rankadding to

the new retrieval scores.
Post-retrieval fusion is a mapping function for two real bera to a new one,
SPostInE' Dlx Dl - Dl-
Given retrieval scores from two scabeandb, the fusion process is to merge these values into aalew

SCOrg, (0. q°,d?,d?)= S, (Scoré, Scord ) 8)

By applying (1) to (8) for post-retrieval fusion, we have

Scor%ostlnt(qa ! qb ! d® ! d ° ) = SPostInt(DPostlnt(qa ! d® )’ DPostInt(qb ! d ° )) 9)

where DosintiS the retrieval process that returns a retrievates

Post-retrieval multi-scale fusion provides anothergegsve to the fusion process. Results of the composite

runs are merged. In this work, a weighted linear comlainasi adopted and the fusion function is given below

Scor%ostlnt = Zwk |:IDPostInt(qk ’ d “ ) (10)

k=a,b

wherew is the weight for scalkand it is constrained th§: wk =1 for simplicity.

4 Experimental setup

This section describes details of the experimental detumulti-scale retrieval. These include details of th
collection of audio-video clips used as our spoken documerrifiguration of the large vocabulary continuous speech
recognizer (LVCSR) used for automatic transcriptiofgrimation retrieval model and weighting schemes used in our

experiments, as well as our task formulation and perfoceavaluation criterion.



4.1 Audio-video data for retrieval

The collection of spoken documents used in the retrieya¢rements consists of 1800 audio-video clips of
television news collected over the Internet. This malgeshe first collection of Cantonese broadcast news fdata
spoken document retrieval purpose. News clips in this ¢tidieare evening news program from a television compan
in Hong Kong. Every news clip contains a single newsystit has a short description from the anchor thatsiglly
followed by detailed report from reporters and intervieligs collection of news data spans the period frone 11897

to February 1998. The total duration of video is 54 houablel2 shows the summary of statistics for these data.

Table 2 Summary of statistics for the 1800 news staridte data archive used for our retrieval experiments.

Average Range
Audio track (seconds) 84.12 79 — 1419
Textual summary (characters) 70.83 10 -270
News headline (characters) 12.89 4 -39

From these news clips, the audio trdcase extracted for automatic transcription and the videzksrare left
untouched. Since these news clips are made availabletloweinternet, the audio tracks in the clips are heavily
compressed using a CELP based codec to 8.5kbps. This has impdisiedal difficulty to the automatic transcription

process.

EBEET EET%EJ?TQ@E@?W%%&%%ED
TEREB > BUIERR T AR & B - &
KA AR R S WA -

Figure 11 An example of the news summary that prowadgist of the news story. The headline is underlorethe top
as shown.

Every news clip has a short textual summary and aiheadligure 11 shows an example textual summary and
the headline is underlined. The headline is a highligthe news story. The textual summary is essentialyscript
for the anchor that gives more details of the newsystin most cases, the textual summary does not rdpeat
headline. It should be noted that textual summaries tdmntreated as the transcriptions of the audio trddesto
several reasons. First, the summary is in writteamfand the anchors always rephrase the content when sgeaki
Moreover, the spoken and written form of Cantonese difarent grammar and vocabulary. The most important
difference between audio tracks and textual summariémigtere are recordings from reporters and interviewees

addition to descriptions from anchors.

In this work, the extracted audio tracks are used as okesmiocument collection and textual summaries are

used as the textual document collection. The headlinessactkas query for our retrieval experiments.

4.2 Large vocabulary continuous speech recognizer

A large vocabulary continuous speech recognizer (LVCSReveloped for obtaining automatic transcriptions
from audio tracks of news clips. This recognizer operaging 16-mixture left-and-right context-dependent initizefi

models (Lo et. al., 2000), together with a 41k word bigrargudage model.

The acoustic models are trained using 25 hours of tiaedcnews from the same Internet source and the



training data is excluded from the document collectiorrdétrieval. The language model is trained using a 274Mbyte
(192,230 articles) newspaper archive covering the period Klansh 1997 to February 1998. All articles are segmented
into words using a left-to-right maximum matching algenttogether with the 41k lexicon (CULEX). A word bigram
language model is then estimated from the segmentedamigixt&ood-Turing discounting using CMU-Cambridge SLM
Toolkit (Clarkson et. al., 1997). Outputs of the LVCSRs#guences of words.

Evaluation of the LVCSR has been made using a nonapgrg evaluation set containing 0.5 hour of

transcribed news data. Table 3 shows the recognitidorpence of this LVCSR.

Table 3 The base syllable and character recognitionracy for the LVCSR. (Note: Cantonese is a tonal laggu
base syllable refers to the syllable identifies withthe tone information.)

LVCSR
Base syllable Character
accuracy 45.43% 38.07%

4.3 Information retrieval

4.3.1 Multi-scale query and document processing
Queries and documents are processed into different indexalgssior our retrieval experiments. Textual
headlines and news summaries received the samesgirggevhile additional speech recognition process is apfiie

spoken documents to obtain textual representations.

Figure 12 shows the extraction of indexing units on diffeseales for both the textual materials (headlines an
summaries) and LVCSR outputs. For textual materials,acher sequences are segmented into word sequences and
overlapping n-grams are formed. On syllable scalesjsvim syllables are obtained by pronunciation lookupe@ams
CULEX) for the sequences of words. Syllable n-graredfaen derived from the sequence of words in syllablasthie
spoken documents, they are first automatically transdrising the Cantonese LVCSR. The word sequences output
from the LVCSR are then processed into differentescalranscriptions of spoken documents received the same

processing as the textual materials except that word séggeris not needed.

| Textual queries/documents | | LVCSR outputs |
character word
sequence sequence
n-gram N character n-gram N character
formation n-gram formation n-gram
word N word in . wordin
segmentation character ¥ character
pronunciation N word pronunciation N word
lookup in syllable lookup in syllable
n-gram N syllable n-gram N syllable
formation n-gram formation n-gram

Figure 12 Formation of indexing units on different sc&eshe two sources of documents.



4.3.2 Retrieval model
Retrieval experiments in this paper are performed usingettervspace model (VSM). In a VSM, queries and
documents are represented as vectors.

a=[0, - q,] (12)
d=[d, d,d,] (12)

whereq andd are vectors with elemengsandd, respectively. Value of thith element is the weight of thth indexing

units.

In this work, weighting functions for query and documentdafined as

q = (Iog(tfql )+ 1.0)E[bg( Nn+ 1j (13)

d, =logf(tf, )+1.0 (14)

wheretfq is the frequency of thigh indexing unitin the query vector anifldi is the frequency of thigh indexing unitin
the document vectolN is the total number of documents in the collectiod anis the number of documents in the
collection containing thih indexing unit.

In (13) and (14), logarithm of frequencies are used to avadnmach emphasis on frequent units. The

Iog(M‘] term in (13) is an implementation wfverse document frequen@pF). IDF is applied to down-weigh
n

i
units that appear across many documents because thesarambn-discriminative and not useful for retrieval.

Retrieval scores obtained from the VSM is based aimélarity measure between the query and document

vectors. The cosine similarity measure defined as shioWl5) is used in this work.

Scordq,d) = _gtd_ (15)

Jal el

4.3.3 Task formulation and evaluation measure

The 1800 news clips and textual summaries are asedr document collections. Since our documeteatan
does not have topic relevance judgment, we havauiated a known-item-retrieval (KIR) task for ouwstrieval
experiments. The aim of a KIR task is to retrievapacific document for each query. In our retriexsgderiments, each

of the headlines is used as query to retrieve dhe@gponding document.

Performance evaluation for KIR task is achievedhgighe average inverse rank (AIR). AIR is effedivthe
same as mean average precision where there isoahglevant document. In a KIR task, it is the spedifibcument to
be retrieved. As shown in (16), AIR is obtained teking average over the inverse of the ranks oftérgeted
documents for every query. The range of AIR ligsvbeen 0 and 1. An AIR of 1 means that all targetecuments are
ranked at the top in the ranked retrieval lists.

N
AlR:iZ 1 (16)
N 4Z rank

whereN is the total number of query-document paiesik is the rank of théth document when retrieved using ttte

query.



5 Resultsand analysis

5.1 Retrieval on individual scales

In order to investigate the retrieval performance dfeking units on different scales, KIR experiments have
been carried out using textual summaries and LVCSR outputib@snent collections. Retrievals using textual
summaries can provide textual IR performance referenceofaparison to SDR performance obtained using LVCSR
outputs. These retrieval experiments are carried out wsangs and subword n-grams in forms of characters and

syllables.

5.1.1 Results based on textual retrieval
The processed news headlines and textual summariesedefor retrieval experiments on word and subword
scales in forms of characters and syllables. Oppitey n-grams are used as the subword scale indexing unitseand th

value ofn ranges from one (unigram) to five.
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Figure 13 Retrieval results for documents derived fromutd>@ummaries and indexed on different scales.

It is found that subword bigrams perform the best amahgroindexing scales for retrieval from textual
summaries using headlines. As shown in Figure 13, retrjpudbrmances in AIR are 0.834 and 0.839 when using
syllable bigrams and character bigrams respectivebar also be seen that as the value iotreases from one to five
for the subword n-grams, retrieval performance peakggeam scale and gradually drop from bigram to 5-gréhis
can be explained by the fact that there are not mangsamaving four or five characters. The majority of egare two
characters long. This can be seen from the statisfitie Cantonese pronunciation lexicon (CULEX) in Ea#l
Among all of the polysyllabic words, over 75% of thame two characters long. As a result, using long n-grasns
indexing units reduces the chance of getting matches beaauds shorter tham characters may be missed during
retrieval. Therefore, retrieval using subword bigraméopers better than longer n-grams.

Table 4 Percentage count of polysyllabic words at diftdesrgths in the pronunciation lexicon.

Word length 2 3 4 5
Word count 76% 13% 10% 0.89%

In addition, it is also observed that retrievals using suttwegrams as indexing units perform better than
retrieval using words. This performance gain is obtaineduse the coverage of vocabulary is incomplete. Out-of-

vocabulary (OOV) words cause matches on the word scadfiailtdSince subword bigrams are independent of any



vocabulary, matching units can still be found for OOV dgorFurthermore, according to the statistics in Tdblthe
majority of the Chinese words are two characters lorggaAesult, retrieval using subword bigrams is robushé¢o
OOV problem. OOV words may be new words (e.g. peopleesaoompany names, etc.) that are particularly common
in the news domain. In Figure 14, an example extracted fr@ experimental output that illustrates the advantage of

using subword bigrams when there is OOV word (underlined).

Query:
word A {15 # BT [ T BHe...
bigram :/\fF {E& 8 BT I\ @I THE

Document:
word A {H 4 BME HR BE =E...
bigram :/\{F {Ef % #H MEAF 8 B&

Figure 14 This example shows that out-of-vocabulary wordertered during retrieval will cause match on wordescal
to fail. Retrieval using character bigrams is néeted by the OOV problem.

If we compare the retrieval performances in Figure 13dffferent indexing scales in forms of syllables and
characters, there is no big difference except forramg. When the indexing units change from syllable- toacer-
based, character unigrams perform better than syllableamnsgbecause there is a large amount of homophones. As
shown in Table 5, there are around 10,000 characterssporiding to around 600 syllables. This effectively reduces
the maximum number of distinct indexing units. When sylldalsed indexing units are used, the effect of homophones
renders these units less discriminative and hence laersetrieval performances. When the length of subwerd
grams increases, the differences in performances betaglable- and character-based indexing units decréaise
because discrimination power of long n-grams is dominbjethe sequential contextual information. In addition, a
long unit is less likely to have homophone than a unigfeom example, it is shown in Table 5 that there a@gather
318 5-character words that correspond to 315 different ®lfaonunciations. The number of homophones decreases
significantly as the word length increases. As altethis makes the degradation more prominent on unigeates

than longer subword n-grams.

Table 5 Statistics of base syllable homophonesvwds in the pronunciation lexicon.

Word length Word count No. of different pronunciations Ratio
1 around 10,000 around 600 16.67
2 27,057 22,108 1.22
3 4,720 4,682 1.01
4 3,579 3,625 1.02
5 318 315 1.01

5.1.2 Results of the Cantonese SDR task
When performing our Cantonese SDR experiments, word sequentms from the LVCSR are used for
deriving indexing units on different scales — words and stdbwegrams in forms of syllables and characters. SDR

experiments are then carried out over these scalegsaunltsrare shown in Figure 15.
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Figure 15 Cantonese SDR results for documents derived @SR outputs and indexed on different scales.

Our results show that subword bigrams perform the besh@mther indexing scales in Cantonese SDR. This is
consistent with the observation from retrieving textsummaries. Robustness of subword bigrams also lugiesi to
the performance gain over words. Since there are reatmymirrors in automatic transcriptions of spoken docusjent
the chance of having long sequences of correctly recafjctzaracters is smaller than two characters unitg.eldre,
use of subword bigrams for Cantonese SDR can cover sothe pfis-recognized words. Furthermore, retrieval using
subword bigrams can also avoid problems due to discreparati®een the word identified from segmentation of the

textual queries and the words returned by LVCSR.

Results also show that there are only small diffegernin retrieval performances between syllable- &adacter-
based indexing units. This is also consistent withenti from textual summaries. Since indexing units on allesc
used in our SDR experiments are derived from the same RvV@fput, differences in retrieval performance are
introduced by the difference in the length of the n-graksanentioned before, the discrimination power of subwerd
grams relies more on the sequential contextual informathm a result, there are only minor differences in
performances between syllable- and character-basedrlilmagrams except for unigrams. This is because unigrams

contain no contextual information and the effect of horoogtdominates.

Our SDR experimental results also show that syllabdedanits perform marginally better than character-based
units. Syllable bigrams and words in syllables have 8iR.630 and 0.575 respectively while character bigramds an
words achieve AIR of 0.619 and 0.570 respectively. We foundthiese performance differences are introduced by
recognition errors due to homophones. If there areacher recognition errors in transcriptions due to horooph
those erroneous words or character n-grams cannoiledatto retrieval. By using syllable-based indexing yrtite
effect of recognition errors due to homophones can be rédbigure 16 shows some examples from retrieval outputs
where the use of syllable-based units helps. Fromeitegnizer vocabulary, we also found that there are 8,788swo
with homophones. Among these words with homophones, tlseem average of 2.34 words per pronunciation.

Therefore, slight performance gain can be obtained by ireglthee effect of errors due to these homophones.



Query:
Word : B Bt AN @8 FE — = ..
Char2: Rl B ANE Fl BE &R FEk. ..

Syl2 ...Qung cyucyu gaigai zuk...
Document:
word : ... * B #B8F JFEk...
Char2: ... g R BE EFE FE. ..
Syl2 : ...gung cyu cyu gai gai zuk...
(@)
Query:
Word : ... BE R & £ 8 B
Char2: ... R RZE ZEE €8 88
Syl2 ...sau fo fo jyun...
Document:
Word : ...%¢ It & ...
Char2: ... %zt W& &FE...
Syl2 ...sau fo fo jyun. ..
(b)

Figure 16 Comparison between syllable-based and chaleged indexing units shows that syllable-based units are
robust to errors due to homophones. In (a), the boxedatiees come from a word but they are mis-recognizexhes
homophone characters in the document. Matching indexing weitsooly be found on syllable bigram scale as
underlined. In (b), the boxed characters actually come fam OOV word and they are mis-recognized as other
homophone characters. This kind of OOV word is proneritors in recognition. By using syllable bigrams, altha#
units from the OOV word can be recovered (in the formubfxrd bigrams) and contribute to the retrieval.

5.1.3 Comparison of SDR to textual retrieval results

When results of retrieval from textual summaries amepared to those from LVCSR outputs, we observe the
following. Since there are recognition errors in taimions of spoken documents, retrieval from LVCSR outputs
shows lower performance than retrieval from textual sarea. For retrieval from textual summaries, charduased
indexing units perform better than syllable-based unités & because textual summaries are free from recogniti
errors. Character-based units are also more discrimgngtian syllable-based units because there are homeghon
However, the use of syllable-based units achieves htéarmance than character-based units in SDR. This mérgina
improvement for using syllable-based units is broughtiafitom the robustness of syllable-based units to retiogn

errors due to homophones.

Table 6 shows the relative performance improveméntsing subword bigrams over words. It is found that
retrieval from LVCSR outputs achieves greater improven(@%o) than retrieval from textual summaries (1.7%)isT
phenomenon is observed for both syllable-based andatkaibased indexing units. The improved gain is obtained
from the robustness of the subword bigrams to recagnéirors.

Table 6 Relative gain in retrieval performance when subvbigrams are used instead of words. Both syllabid- a
character-based units are used for retrievals frotnaegsummaries and LVCSR outputs.

Bigrams Words Relative gain
Textual summaries
Syllable 0.834 0.819 1.83%
Character 0.839 0.826 1.57%
LVCSR outputs
Syllable 0.630 0.575 9.56%

Char acter 0.619 0.570 8.60%




5.2 Retrieval with multi-scale fusion

Multi-scale fusion experiments are carried out among diffeindexing scales, including syllable bigrams,
character bigrams, and words. Words and subword bigreemshasen for two reasons: 1) subword bigrams are found
to achieve satisfactory retrieval performance foirthabustness; 2) words are lexically-oriented and foeeecontain
information that is more specific. We attempt to corebiine advantages of different indexing scales by data fusion
approaches in our multi-scale fusion experiments. Feregtrieval multi-scale fusion experiments, compasitkexing
scales are fused to form new representations in arlapgeebefore retrieval The same fusion process is applied to
both the queries and documents and then retrieval is perfbusing the fused queries and documents as in (5) and (6).
For post-retrieval multi-scale fusion experiments, fusooarried outafter retrievalsand retrievals are carried out on
the composite scales separately. Retrieval scores these scales are then linearly combined as showh0O) and
documents in the collection are re-ranked according teahgbined scores. For both pre-retrieval and posevet

multi-scale fusion approaches, retrieval experimentperfermed using optimized weights for composite scales.

5.2.1 Multi-scale retrieval results

In Figure 17, results for the Cantonese SDR task using-sualté fusion show that multi-scale fusion brings
improvements to the retrieval performance. The pedormance is obtained by fusion between syllable bigrand
words for both pre-retrieval fusion (AIR=0.641) and pestieval fusion (AIR=0.642). However, there is no sigaifit
improvement when character bigrams are fused with $gllsigrams.
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Figure 17 Retrieval results from multi-scale fusion dfedént indexing scales derived from LVCSR outputs. “Syl2”
refers to syllable bigram scale, “Char2” means chardsgram scale and “Word” means word scale.

5.2.2 Improvement by multi-scale fusion

Our multi-scale SDR experiments show that fusion of subvbigdhms and words brings improvements in
retrieval performance. It is believed that words and sutw-grams are complementary because words containllexica
information and subword n-grams are robust to OOV. Byhieimg the specificity of word scale units together with
the error robustness of subword scale units, improvemestrieval performance is achieved.

As mentioned previously, the use of subword bigramsrieflal since most words are two characters long and
therefore these words can be covered by subword bigramsadjbegain by fusion of subword bigrams with words is
the additional robustness to OOV words. However, fusingacher bigrams with words does not achieve the same

level of improvement as fusing syllable bigrams withradgoin SDR. This is because character bigrams an@hbast to



recognition errors due to homophones as with syllalgieabis. To illustrate this point, an example is extracted fie

experimental results and shown in Figure 18 with detailed reaien provided in the caption.

Query:
Word : |Jt # W A -

TEEL x
Char2 : L& W TeE AW MA L.
Syl2 : bak daai daai_ho ho_ling ling dou. ..

Document:
Word : ...db KB ... &HE. ..
Char2 : ...[dBk X
Syl2 : ...bak daaidaai_hok...ling_dou. ..

Figure 18 Recognition errors due to homophones are overbgmetrieving using syllable bigrams in multi-scale SDR.
The boxed word is an OOV word and mis-recognized by the remygais words with similar pronunciations.
Retrieving with syllable bigrams can partially recotkis OOV word by introducing an additional correct sykab
bigram. Performance can further be improved by fusing with word units for SDR to take advantage of the
discriminating power of words. “Syl2" refers to syllalidggram scale, “Char2” means character bigram scale an
“Word” means word scale.

Our retrieval results also show that fusing subword higrachieves little improvement. It can be explained by
the fact that the two subword bigram scales carry ainnifformation and neither of these scales havespreeificity of
words. As shown in Table 7, the two subword bigrams indes@ades give many equal ranking to documents when
retrievals are performed separately. This means thahfirenation captured by these indexing scales ardasirand
the room for retrieval performance improvement iglsn©n the other hand, higher performance gain can bénebta
from fusing words and subword bigrams. This is becauselsvand subword bigrams are complementary in the
captured information. This can be verified from the senallumber of equally ranked documents between words and
subword bigrams when compared to the pair of subword s¢sdesTable 7). As a result, multi-scale fusion can

combine these scales to achieve performance impeviam

Table 7 The number of equally ranked documents betweeretiff pairs of indexing scales. “Syl2” refers to sydab
bigram scale, “Char2” means character bigram scalé\&odd” means word scale.

Textual summaries LVCSR outputs
Word Char2 1377 Word Char2 850
Syl2 Char2 1607 Syl2 Char2 1131
Syl2 Word 1354 Syl2 Word 841

5.3 Consistency of performance improvement from multi-scale fusion

In this section, we will experimentally demonstrate thesisiency of retrieval performance improvement from
multi-scale fusion. In multi-scale fusion, weights foe tomposite scales have to be optimized for achietiedeést
retrieval performance from fusion. The consistencyhalse scale weightings across different data collectioran
important issue. It is because this will determine wérefire-optimized scale weightings could achieve performanc
improvement when applied to other data collectionsaddition, these experiments also show that improven@ent t

retrieval performance is achievable for spoken docurc@lections of different sizes.

Multi-scale fusion of different indexing scales for imgrayretrieval performance relies on properly configured

weightings for composite scales. In our multi-scale fusiggeements, these weights are optimized using the document



collection. However, it is not always possible to ofenscale weightings in practice. Documents in the cabecire
usually changing continuously. One solution to this problertoisptimize the weights with a smaller subset of
documents and apply the optimized weightings to the comgtetement collection. In order to verify that optimizing
scale weightings this way is reliable and portable haee divided the 1800-document collection into two mutually
exclusive subsets of 1200 and 600 documents that are nonppiegadn time spanned. Scale weightings for these
three sets of documents are searched empirically ovearige from 0 to 1 (in steps of 0.1) in order to locatebtst

values. Figure 19 shows the search results for bothepiieval fusion and post-retrieval fusion.
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Figure 19 lllustration of the consistency of optimal gtetings for composite scales in multi-scale fusion by exhaus
search over different subsets of document collectidres1800-document full set, the 1200-document subset and the
600-document subset. The sums of the weights for compoaits sare constrained to be 1. These search results sho
that optimal weightings are consistent across diffesabsets of documents for both (a) pre-retrieval (Preimd) (b)
post-retrieval (Postint) fusion.

It can be seen that the optimal weights are consiatenss the three sets of documents for both pre-ratraen
post-retrieval fusion. This consistency has two impadrtenplications. First, consistency across the 600-document
subset and the 1800-document full set implies that by optignthie scale weightings of a subset of the full collectio
the optimized values are also “optimal” for the fulllection. In addition, consistency across the 600-documdget
and the 1200-document subset implies that optimized scale imgigiit a small set of documents are also applicable to
anothernon-overlappingdocument collection. This means that the optimizedeseadightings are portable across
different document collections (at least from the samece as in our case). For practical implementatiopgmal
scale weightings can be estimated from some training ddte. optimization process may also be performed

periodically to reduce the possible time dependency of segightings.



Another important implication of the consistent perfoneeimprovement across the three sets of documents is
the applicability of multi-scale fusion. Even though éx@erimental collection is not large, performance imenoents
are obtainable across different subsets of the docuondiettion. From thenon-overlapping600-document subset,
1200-document subset, to the full 1800-document collection,asitnénds in the retrieval are observed as shown in
Figure 19. These consistent trends mean that performammeviements are possible for document collections of

different sizes.

6 Conclusions

In this work, we have presented the first investigatiorspoken document retrieval (SDR) for Cantonese
broadcast news. We have also compiled the first catecf Cantonese broadcast news for spoken documentattrie
Based on this collection, we have investigated the usedeking units on word and subword scales for SDR. We
found that subword bigrams achieve better retrieval pegfoo@ over words due to the robustness to ambiguities in
word segmentation and out-of-vocabulary problems. In atdisubword bigrams are also more robust to recognition
errors than words. The use of subword bigrams as indexitig innChinese SDR is beneficial and greater relative
improvement (~9.56%) is achieved over words. To furtherdmgthe retrieval performance, we have adopted multi-
scale retrieval by fusing both words and subwords in twerdifft approaches: pre-retrieval fusion and post-vedrie
fusion. Experiments have demonstrated that further imprenés in retrieval performance (~1.90%) over using
subword bigrams alone are achievable by fusing subwordntégreith words using both of fusion approaches. Our
experimental results demonstrate that multi-scale retrieyafusion of words and subword n-grams can achieve

consistent improvements in SDR performance.
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and Tracking (TDT) projects, Linguistic Data Consortium @)Detc.

" To cater for Internet broadcast, the clips are heavilyptessed to 8.5 kbps using a CELP-based codec. Thereforetrimesk
audio channels do not have high studio quality.



