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Abstract
Controllable speech synthesis has made great progresses over
the last decades. State-of-the-art systems can provide flexible
interfaces for configuring the styles of generated speech for tar-
get users. However, for a specific user group, e.g., the older
adults, using the available configuration interfaces to select the
styles that are favored by the group still needs to be investigated.
Two main questions of such a style selection are (i) how to pro-
vide various options for the target users to pick; and (ii) how
to effectively obtain the opinions from the target users. Since
these two questions are highly correlated which makes it diffi-
cult to solve them separately, we propose a holistic framework
to consider these two questions together by involving the tar-
get users in an iterative loop. We demonstrate by experimen-
tal results that the proposed framework can successfully select
a speaking style preferred by the older adults than the default
neutral setting. Analysis results show that the selected style has
slower speaking rate, which coincides with previous studies on
auditory perception of older adults.
Index Terms: speech synthesis, human in the loop, elder-
facing, controlability

1. Introduction
Controllable text-to-speech (TTS) synthesis has made great pro-
gresses over the last decades [1–9]. Various approaches have
been proposed to provide flexible controlling interfaces for con-
figuring speaking styles of generated speech, based on reference
exemplars [4, 7], or on acoustic features [5, 9, 10], etc. Later
developments also improve from coarse utterance-level control
to finer-grain control on words, phonemes and frames [6,8,11].
When these control techniques are applied to a specific scenario
or for a specific target user group, one problem is how to deter-
mine the desired characteristics of speaking style, so that the
techniques can be utilized to configure the TTS systems to gen-
erate the corresponding characteristics. Solving this problem
is non-trivial, especially when the characteristics of the target
users, e.g., older adults, are not well understood by the TTS
system developers. We advocate that the TTS system devel-
opers and the system users should be involved into the same
working loop to together determine the speech characteristics
that are preferred by the users and, at the same time, can be
rendered by the available control techniques [12].

Traditional TTS system development relies on the selec-
tion of speakers with the desired characteristics and requires
the speaker to record utterances in a consistent speaking style
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[13, 14]. However, recruiting the speakers for a specific target
user group is difficult and costly. Actually the speaker recruit-
ment and recording control require understanding of the char-
acteristics desired by the target group at the first place.

Recent development of controllable TTS enables another
option for style selection. These TTS systems can be controlled
to synthesize various speaking styles with different speaking
rates, pitch and intensity levels, by presenting an exemplar car-
rying the desired style(s) to the TTS systems, or directly manip-
ulating the corresponding neural embeddings. A real-time mod-
ification system [15] based on these controlling methods can be
developed to obtain opinions from individuals of the target user
group. However, the modification of the real-time system re-
quires background knowledge, which the target users may not
have. The aggregation of the individual opinions and the ac-
cording optimization of system parameters towards the whole
target group are rarely studied in previous works.

In this work, we study the synthesis style selection for the
older adults group and propose a human-in-the-loop framework,
called HILvoice, based on the sequential model-based optimiza-
tion (SMBO) algorithm. An iterative process is adopted to grad-
ually update TTS model parameters based on subjective prefer-
ence feedback from participating target users. In the forward
path, the model with certain parameters generates speech sam-
ples and some other samples with perceptible difference for
comparison. The users provide their preference opinions on the
comparison pairs. In the backward path, the model parameters
are updated towards the direction that is preferred by the users.
Experimental results demonstrate that the proposed framework
can effectively address the problems of generating various can-
didate styles and optimizing model parameters according to
the obtained opinions. As far as we know, this is among the
first studies on style selection with human involved in the loop.
Though we focus on the target user group of older adults, our
framework can be smoothly extended to other groups.

The rest of the paper is organized as follows: Section 2
presents related works on style control, hyperparameter selec-
tion and TTS systems for older adults. Section 3 introduces the
proposed HILvoice framework. Experimental setup and results
are given in Section 4. Conclusions are drawn in Section 5.

2. Related Works
As investigated in many previous works, style control ap-
proaches can be roughly divided into two categories, i.e., su-
pervised and unsupervised methods. Supervised methods use
corpora with predefined styles to train TTS models with style
information as input to the models [1, 3]. Unsupervised ap-
proaches aim to discover styles from corpora without prede-
fined annotations [2, 4, 7]. Recent developments improve the
utterance-level control to finer-grain controls on smaller units,



e.g., words, phonemes or frames [6, 8, 11]. Efforts have also
been devoted to improve the interpretability by performing con-
trol on style-related acoustic features, e.g., speaking rate, pitch
and intensity [5, 9, 10]. However, based on these controllable
models, how to determine the controlling configuration, e.g.,
the suitable embedding, for a specific user group, is rarely stud-
ied. Perrotin and McLoughlin [15] developed a real-time sys-
tem for modifying voice quality. This system can be added
at the end of a speech synthesis pipeline to generate the style
that is tuned by target users. However, the operation of the
system requires background knowledge of signal processing,
which hinders the system application to the user groups without
the required knowledge. Udagawa, Saito and Saruwatari [16]
proposed a human-in-the-loop method for speaker adaptation.
However, their work focuses on speaker voice selected by an
individual listener, while our framework focuses on speaking
style preferred by a target user group.

Our framework is also related to the topic of hyperparam-
eter selection. There are a range of hyperparameter selection
approaches that have been widely used in various research ar-
eas, e.g., grid search [17], random search [18] and SMBO [19].
However, it is difficult to directly apply these algorithms to syn-
thesis style selection due to the expensive evaluation based on
subjective experiments. In this work, we adapt the SMBO algo-
rithm for style selection by approximating the loss using subjec-
tive preference test results and updating the model parameters
according to the approximated loss.

Regarding development of elder-facing TTS systems, there
is less work in this direction due to lack of corpora specifically
designed for elderly listeners. [14] recruited exemplar speak-
ers, who work regularly with elderly adults and/or have cer-
tification as senior peer counselors, to collect a Japanese cor-
pus for elder-facing TTS development. The relationship be-
tween inter-sentence distances and pause lengths was analyzed
based on this corpus. [20] investigated the audio preferences
of the elderly from five aspects: volume, pitch, speed, timbre
and music genre. Their analysis shows that older adults prefer
72.9–79.2 dB sounds, 440.0 Hz-830.6 Hz pitch, and relatively
slower speaker rate of about 190 words per minute. These are
useful clues for elder-facing TTS corpus collection and system
development. In our framework, no target corpus is required,
instead, target users are involved in the style selection of con-
trollable TTS systems. The users’ preference opinions are taken
into account in the model parameter selection, such that the TTS
systems are able to generate speaking styles desired by them.

3. Proposed HILvoice Framework
To involve the target users in the style selection for TTS sys-
tems, we propose a novel human-in-the-loop framework, named
HILvoice, based on the SMBO algorithm. As shown in Fig-
ure 1, the framework iteratively updates the TTS model param-
eters λt by taking into consideration the preference opinions
of target users. In the following, we will introduce the SMBO
algorithm and the forward and backward paths of the iteration
loop in the HILvoice framework.

3.1. Sequential model-based optimization

Sequential model-based optimization (SMBO) [19] is a versa-
tile stochastic optimization framework that can effectively op-
timize model hyperparameters. As shown in Algorithm 1, the
SMBO first builds a modelM according to the initial param-
eters λ0, and then iterates the following steps: (i) uses M to
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Figure 1: The proposed HILvoice framework iteratively updates
the TTS model parameters λt by taking into consideration the
preference test results. The target users are involved in the loop
of selecting the desired style.

determine the next parameters λ± ϵ to be explored (line 3); (ii)
evaluates the loss L(M,λ, ϵ) of the model with the new pa-
rameters λ±ϵ (line 4); and (iii) uses the loss information (λ, c)
to update the modelM (line 5 & 6). After the resource budget
is exhausted and the iteration ends, the λ corresponding to the
lowest loss is chosen as the selected parameters.

Our framework adapts the SMBO algorithm to find the op-
timal control parameters of acoustic feature transformation co-
efficients (e.g., 1.2 times slower) or neural embeddings (e.g.,
global style tokens). Target user subjects are invited to pro-
vide preference scores for the various control parameters. A
proxy loss function is derived from the preference scores and
used to backpropagate the loss to update the control parameters
(Sec. 3.3).

Before the iterations, a controllable TTS model is well
trained and used as the initialized modelM. The default con-
trol parameters (i.e., a neutral style) are used as the initial pa-
rameters λ0. Each iteration of the adapted SMBO algorithm
consists of a forward path and a backward path. The forward
path generates exploratory parameters λ±ϵ, where ϵ is a small
perceptible perturbation on the current control parameters λ.
Preference tests between λ and λ ± ϵ are conducted to obtain
the preference score loss c. The backward path updates the con-
trol parameters λ according to loss c. The details of both paths
in the loop are discussed in the following sections.

Algorithm 1 SMBO

1: initialise modelM; λ← λ0;H ← ∅
2: while resource budget for optimization not exhausted do
3: λ± ϵ← candidate configuration fromM // Sec. 3.2
4: Compute c = L(M,λ, ϵ) // Sec. 3.3
5: H ← H∪ {(λ, c)}
6: UpdateM givenH // Sec. 3.3
7: end while
8: return λ fromH with minimal c

3.2. The forward path

The forward path uses the pretrained TTS model to provide var-
ious options for target users to pick. Given the TTS modelM
and the current control parameters λt, a small perturbation ϵ is
added to the current control parameters λt. The purpose of this
operation is to generate different speech utterances around the
current control parameters for users to pick, so as to stably ob-
tain the direction and step size for further model updates. One



thing to note is that the perturbation should not be too small
to be perceived by the target group. In each loop, audio pairs
(λt,λt − ϵ) and (λt,λt + ϵ) are generated by the above well-
trained TTS model, and presented to the target users for ABX
preference tests. Data processing and analysis will then be con-
ducted to obtain the ratios of picking λt and λt ± ϵ among all
(λt,λt ± ϵ) pairs.

3.3. The backward path

The backward path obtains opinions from target users and up-
date the TTS model for the next loop. Here, we design a sim-
ple strategy and mainly focus on the overall preference ratios,
which indicate the direction and step size for the next model
update. Specifically, let Pb and Ps denote the ratios of picking
λt and λt − ϵ among all (λt,λt − ϵ) pairs respectively, Qb

and Qs denote the ratios of picking λt + ϵ and λt among all
(λt,λt + ϵ) pairs, and Pn and Qn denote the ratios of no pref-
erence between the compared pairs (i.e., Pb + Ps + Pn = 1).
Note that, bigger values of Pb and Qb indicate the preference in
the direction of ϵ, and bigger values of Ps, Qs indicate the −ϵ
direction. Hence, the updating direction depends on the relative
values of Pb +Qb and Ps +Qs. If Pb +Qb > Ps +Qs then
move the current parameters λt towards ϵ with a step size de-
termined by the values of Pb+Qb, and vise versa. The updating
operation can be represented as:

λt+1 = λt + rtϵ (1)

rt =


Pb+Qb

2
, Pb +Qb > Ps +Qs

0, Pb +Qb = Ps +Qs
−(Ps+Qs)

2
, Pb +Qb < Ps +Qs

(2)

This update improves the control parameters towards the
direction that is preferred by the users. With the updated pa-
rameters λt+1, the loop is repeated until the difference be-
tween λt+1 and λt is smaller than a preset threshold or the
resource budget is exhausted. The λ with a minimal loss
L = |Pb + Qb − Ps − Qs|/2 will be chosen according to
Algorithm 1.

4. Experiments
4.1. Corpus

An internal single-speaker Cantonese corpus is used for the ex-
periments, containing around 12 hours of speech data spoken
by a male Cantonese native speaker with neutral speaking style.
The corpus is designed for all generations, not specifically for
older adults. The corpus has a total of 10,000 audio utterances,
of which 200 utterances are used for validation, 100 for test, and
the rest for training.

4.2. Experimental Settings

We adopt the FastSpeech 2 [5] as our basic TTS model, which
contains a variance adaptor to model the pitch, energy and du-
ration features. For feature extraction, 80-dimensional Mel-
spectrograms are extracted with 16kHz sampling rate. The
frame size is set to 1,200 and the hop size is set to 240. The
ground truth phoneme duration is extracted by the Montreal
Forced Aligner [21].

We control the prosodic characteristics in the generated
speech via the model parameter set λ = [p, e, d], where p, e, d
are the there parameters related to pitch, energy and duration.

Two different control methods are investigated in the experi-
ments. The first is an explicit control directly on the outputs of
variance predictors, i.e., the prosodic acoustic features, by scal-
ing up or down the values of pitch, energy or duration for each
phoneme proportionally. Here, the parameters p, e and d are
the scaling coefficients. For example, d = 0.2 means scaling
the duration values to 1.2 times larger, and the speaking rate de-
creases accordingly. The second method is an implicit control
upon the hidden embeddings before the variance predictors. A
small perturbation is added to the embeddings and the modified
embeddings are fed to the predictors.

With initialized control parameters λ0 = [0, 0, 0], we use
different perturbation ϵ for explicit and implicit controls respec-
tively. In the explicit control, the pitch, energy and duration
perturbation vectors are ϵp = [0.1, 0, 0], ϵe = [0, 0.3, 0] and
ϵd = [0, 0, 0.15] respectively. For the implicit control, the vec-
tors are ϵ′p = [5, 0, 0], ϵ′e = [0, 5, 0] and ϵ′d = [0, 0, 0.1].
These perturbation vectors are set empirically so that the per-
turbation granularity is sufficiently small while at the same time
the generated speech with perturbed control parameters is dif-
ferent from the original speech in perception. In each iteration,
we update the explicit and implicit control parameters accord-
ing to Eq. (1) with the above different ϵ{p,e,d} for the updates
of pitch, energy and duration parameters respectively.

4.3. Preference Tests

We conduct ABX preference tests to obtain feedback for up-
dating control parameters and also for the final effectiveness
evaluation of the proposed framework. The speech quality and
naturalness are not evaluated because we only slightly perturb
the control parameters and the speech quality and naturalness
are not affected.

In the preference tests, the older adult subjects are invited
to listen to pairs of audios with same text content but different
control parameters (e.g., λ and λ+ ϵd). For each pair, they are
asked to provide a preference choice: (i) the former is better; (ii)
the latter is better; or (iii) no preference (the difference between
the paired utterances is difficult to be perceived). For different
pairs, utterances with different text content are synthesized. All
the tests are conducted on the same device (ASUS E18534 lap-
top) in the same room with low background noise. The subjects
listen to the audios with the built-in speaker, and the volume is
set to the maximum (100%) when the audios are played.

We invite 21 older adults in our experiments, including 10
males and 11 females. The average age of the 21 elderly people
is 72 years old, among whom the youngest is 62 and the oldest
is 83. We conduct three rounds of iterative updates, and each
round of updates involves 4, 4, and 8 people in the ABX tests.
For the comparison between λ0 and λ{1,2,3}, 4, 12 and 5 people
participate in the preference tests respectively. We specifically
invite more people to evaluate the comparison between λ0 and
λ2 to support the effectiveness evaluation, as λ2 is the output
selection of our framework.

4.4. Experimental Results

Table 1 shows the iteratively updated control parameters
λ{0,1,2,3} for both explicit and implicit controls. The control
parameters for duration increase more significantly compared to
the parameters for pitch and energy, and consistently in both ex-
plicit and implicit controls, as shown in Figure 2. The increase
of duration control parameters reflects that a slower speaker rate
is preferred by older adults, this coincides with intuition and
previous studies in auditory perception of older adults [14, 20].



Table 1: Control parameters λt in the t-th iteration for explicit and implicit controls. “norm” means the raw control parameters are
normalized by the corresponding perturbation unit ϵ.

explicit implicit
pitch energy duration loss pitch energy duration lossraw norm raw norm raw norm raw norm raw norm raw norm

λ0 0 0% 0 0% 0 0% 0.306 0 0% 0 0% 0 0% 0.209
λ1 0.04 40% -0.17 -56.7% 0.11 73.3% 0.222 3.13 62.6% 0 0% 0.09 90% 0.153
λ2 -0.03 -30% -0.01 -3.3% 0.20 133.3% 0.118 0 0% -2.7 -54% 0.04 40% 0.141
λ3 0.03 30% -0.17 -56.7% 0.20 133.3% – -2.88 -57.6% -5.2 -104% 0.09 90% –

Figure 2: Explicit and implicit control parameters in various
iterations. For both control methods, duration parameters in-
crease consistently.

The energy values are consistently scaled down in both explicit
and implicit control. One possible reason is that the original
sound volume is already sufficiently high1 so that the test par-
ticipants prefer a lower volume. According to the SMBO al-
gorithm, λ2 is selected as the final parameters for both explicit
and implicit controls.

The comparison between the original parameters and the
selected parameters using both control methods by ABX pref-
erence test is shown in Figure 3. For both implicit and explicit
controls, the selected parameters are better than or comparable
with the original parameters. This demonstrates the effective-
ness of the proposed HILvoice framework. The improvement
in the implicit control is marginal, due to lack of interpretability
of the hidden embedding space where the control is performed.
The prosodic features are entangled and the setting of proper
perturbation is difficult. This also implies the challenges of op-
timizing a pretrained model using black-box feedback of pref-
erence scores on the model outputs.

Figure 3: Preference test results of explicit and implicit controls.

To further explore the impact of the selected parameter sets
on the synthesized speech, a case study is conducted and shown
in Figure 4. The Mel-spectrograms and pitch contours of the
utterances synthesized with the original control parameters and
the selected control parameters using explicit and implicit meth-
ods are presented. It can be found that the duration values of
both explicit and implicit controls are larger than that of the
original setting. This shows that the generated utterances cor-
responding to the updated parameter sets have slower speaking

1Demo page: https://thuhcsi.github.io/iscslp2022-HILvoice

Figure 4: The Mel-spectrograms and pitch contours of synthe-
sized speech with different control parameters, for the text “The
salt in the water causes the steel bars to rust and weaken”.

rates and are expected to be easier for older adults to follow.
This supports that our proposed HILvoice framework can select
a better speaking style and improve the user experience of the
target user group of older adults.

5. Conclusions
In this paper, we study style selection for elder-facing speech
synthesis. A novel human-in-the-loop framework, called HIL-
voice, is proposed to involve the target user group of older
adults in a loop to gradually update the control parameters in
pretrained TTS systems. Experimental results demonstrate that
the proposed framework can select a speaking style that is pre-
ferred by older adults than the original setting. Analysis on the
results shows that the selected style has a slower speaking rate,
which coincides with intuition and previous studies in auditory
perception of older adults.
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