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Introduction to the Issue on Statistical Learning
Methods for Speech and Language Processing

I N the past few years, significant progress has been made
in both research and commercial applications of speech

and language processing. However, there remain important
theoretical issues to be addressed on statistical modeling and
learning. Theoretical advancement is expected to drive greater
system performance improvement, which in turn generates the
new need of novel learning and modeling methodologies as
well as in-depth studies of them.

The main goal of the special issue that we have assem-
bled here is to fill in the above need, with the focus on the
fundamental modeling and learning issues of new emerging
approaches and empirical applications in speech and lan-
guage processing. Another focus of this special issue is on
the cross-fertilization of learning approaches to speech and
language processing problems. Many problems in speech and
language processing share similarities (despite some conspic-
uous differences), and techniques in these two fields can be
successfully cross-pollinated. Our additional goal is to bring
together a diverse but complementary set of contributions on
emerging learning methods for speech processing, language
processing, as well as unifying approaches to problems cross
cutting these two fields.

Discriminative learning has become a major theme in most
areas of speech and language processing. One of the recent ad-
vances in discriminative learning is the integration of the large
margin idea, which is the classical training standard in machine
learning, into the conventional discriminative training criteria
for string recognition. In the first paper, Heigold et al. discuss
how typical training criteria, such as minimum phone error and
maximum mutual information, can be extended to incorporate
the margin concept. In this work, a new margin-based formalism
is proposed for various conventional training criteria. Experi-
mental results show that the new criteria help the performance
across a wide variety of string recognition scenarios including
speech recognition, concept tagging, and handwriting recog-
nition. In another paper, Cheng et al. explore online learning
and acoustic feature adaptation in large margin hidden Markov
models (HMMs), which lead to a better optimization method
for large-margin HMM training. Moving beyond acoustics, lan-
guage modeling is one of the essential problems in speech and
language fields. Zhou et al. introduce a novel pseudo-conven-
tional N-gram language model with discriminative training, and
also carry out an empirical study of the robustness of discrimina-
tively trained LMs. Experimental results show that cumulative
performance improvements can be achieved via this method.

Sequential pattern classification is at the core of many speech
and language processing problems. Conditional random field
(CRF) is a widely adopted approach to supervised sequential
labeling. However, the computational load and model com-
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plexity grow dramatically when taking complex structure into
account. Here, Sokolovska et al. address this issue through
efficient feature selection based on imposing sparsity through
an L1 regularization for CRF. The results show that, without
performance degradation, the L1 regularized CRF results in
significantly faster training and labeling speed, and hence
makes it possible to scale up systems to handle very large
dimensional models. Meanwhile, Yu et al. improve the CRF
model from another perspective. They proposed a multi-layer
sequence classification algorithm where each layer is a CRF,
and each higher layer’s input consists of both the previous
layer’s observation sequence and the resulting frame-level
marginal probabilities. Compared with the conventional CRF,
the deep-structured CRF achieves superior labeling accuracy
on common tagging tasks. Using the kernel method to improve
the performance of sequential pattern classifiers is also an
important direction. Kubo et al. describe a novel sequential
pattern classifier based on kernel methods. Unlike conventional
approaches, they use kernel methods to estimate the emission
probability of HMM, with the extra benefit due to the powerful
nonlinear classification capability of kernel methods. On the
other hand, unlike conventional CRF/HMM-based methods,
Bellegarda attacks this problem from a novel angle based on
latent semantic mapping and obtains insightful results.

In many speech and language applications, machine learning
technologies play a critical role. This issue collects some latest
advances of machine learning techniques in speech and lan-
guage processing. The HMM is a widely adopted model. How-
ever, standard HMMs have severe limitations when they are ap-
plied to speech recognition. To accommodate these problems,
Nguyen and Zweig propose flat direct models, where the pos-
terior distribution of a sequence of words is directly modeled
with no inherent notion of word order or local contiguous statis-
tical dependency. Ensemble learning is also an important topic
in machine learning, and has many successful applications in
the speech and language processing area. In their paper, Shi-
nozaki et al. propose unsupervised cross-validation and aggre-
gated adaptation algorithms that integrate the ideas of ensemble
methods to adapt acoustic models and give superior results.
Wolfe et al. propose a likelihood-based semi-supervised ap-
proach for model selection and discuss its speech-related ap-
plications, especially pronunciation selection for un-transcribed
spoken words. Superior results are reported on a speech recog-
nition task. The paper by Mitra et al. deals with a rather specific
area of speech processing, speech inversion. In their work, a set
of machine learning strategies is compared in the scenario of
vocal tract variable retrieval.

Exploring unified modeling approaches across the speech and
language processing area is a main theme of this special issue.
As an example, HMM has been successfully applied to both
speech recognition and speech synthesis. However, Dines et al.
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show that, despite essentially the same statistical model, the
optimal systems for automatic speech recognition (ASR) and
text-to-speech (TTS) are often very different in many aspects.
This demonstrates one of the many challenges in the investiga-
tion of unified modeling approaches.

This issue also collects latest advances on several important
speech and language processing tasks, e.g., speaker diarization
of conversations is an interesting problem and task in speech
processing. Kenny et al. present comprehensive comparison of
three systems for the speaker diarization problem, and proposed
a method of integrating the eigen-voice and eigen-channel priors
with the variational Bayes-based diarization approach. Voice
activity detection is an essential problem in many real world
speech systems such as speech recognition. Cournapeau et al.
present an online method for this problem. The authors propose
a variational Bayesian framework-based method which leads to
significant performance improvement. Finally, language recog-
nition is an important task in speech and language processing.
Gonzalez et al. discuss their state-of-the-art ATVS-UAM
system for the NIST 2009 Language Recognition Evaluation.
Three systems and a combination method are presented. Suf-
ficient details of the systems are provided for readers who are
interested.

In summary, we hope that this special issue has achieved its
goal of underlining the importance of statistical modeling and
learning for speech and language processing, with its special
focus on cross fertilization among speech processing, language
processing, and machine learning. Enjoy reading the papers.

We would like to thank the authors for their quality sub-
missions and the reviewers for their time and effort in the re-
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itor-in-Chief, Prof. Lee Swindlehurst and Prof. Vikram Krish-
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