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ABSTRACT enables detection and diagnosis of targeted proatimT
inaccuracies predicted by some prior knowledge. To
Abstract—This paper presents our group’s latest progress isupport perceptual training (i.e., developing tearhers’
developing Enunciate— an online computer-aided skills to accurately discriminate among soundshef target
pronunciation training (CAPT) system for Chinesarters language), we have been developing automatic respon
of English. Presently, the system targets segrhentgeneration that provides multimodal visualizatioh the
pronunciation errors. It consists of an audio-éedtweb production process (e.g. through text-to-audiovisyeech
interface, a speech recognizer for mispronunciatiosynthesis) in addition to speech synthesis. Thegaed
detection and diagnosis, a speech synthesizer afgbme responses are intended as helpful instructions goéde
animator. We present a summary of the system’srror correction and improvement.
architecture and major interactive features. Ve akesent The rest of this paper is organized as follows:tiSa2
statistics from evaluations by English teachers antbriefly describes our previous work in CAPT. Sewti3
university students who participate in pilot trial$Ve are gives a high level description of the Enunciatengecture.
also extending the system to cover suprasegmeniairty  Section 4 describes some important components of
and mobile access. Enunciate system in detail. Section 5 first ddmsia
pronunciation learning cycle in Enunciate and then
Index Terms— Internet-accessible, User Evaluation, summarizes the interactional features in Enunci&ection

CAPT, Language Learning, System Architecture 6 presents the feedback from subjects after usmméiate.
Finally, Section 7 presents conclusions and future
1. INTRODUCTION directions.
Acquisition of L2 (secondary language) spoken lauggu 2. PREVIOUS WORK

tends to be influenced by L1 (primary language)ufiess.
Chinese has stark linguistic contrasts in comparigith  The field of computer-aided pronunciation trainf@APT)
English, so negative transfer from L1 often leads tis a wide topic covering speech analysis, speeabgrétion,
pronunciation inaccuracies of L2 production for i@&se audio and visual-speech synthesis, animated afgenthack
learners of English. The situation is even worseenvkhe generation and even architectural development. yMan
learner fails to distinguish certain contrastivérpdetween research groups are actively involved in different
the two languages. aspects [1-3] and some systems have also enterd th
As pronunciation training is considered an itemtiv market. Products include those that can providsmpHevel
self-feedback process, pronunciation improvemeqtires  scoring, pitch, fluency and emphasis analysis, plg.as
persistent practice in both productive and peraptu well as others that focus on stress teaching [Spiving
training. An online computer-aided pronunciatiorstem  feedback on an exaggerated stress through modipitag,
can serve as an anxiety-free, widely accessible amduration and intensity. Aside from detection, egshers
personalized tutor that fills the gap between therteige of also developed several feedback methods, inclutlinge
qualified language teachers and the growing neeh the using automatically generated scores that coricblatell
students. To support productive training (igdiciting  with human scores [6] and those with animated agpfijt
speech from the learner for analysis), we have bpelying  Our work in CAPT [8] includes automatic mispronuatmn
automatic speech recognition techniques to ouresyshat detection and diagnosis for English, as well asresgive



speech and visual speech with articulatory animatat
synthesized during feedback generation.

3. SYSTEM ARCHITECTURE

The Enunciate system is developed on the WAMI Tibolk
from MIT [9] and adopts the Spring [10] and Hibamfl1]
frameworks. As an internet-accessible web apptinat
Enunciate utilizes automatic speech recognition RAS
technologies to detect and diagnose mispronunostia
real time. It prompts for leaner's requests (esgeech
input) and prepares corresponding responses viakiing
and coordinating backend components such as theclspe
synthesizer and the speech recognizer.
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Figure 1: High level Enunciate architecture.

As illustrated in Figure 1, the Enunciate architieetis
composed of four tiers: the “Client Tier”, the “W&erver
Tier”, the “Application Server Tier” and the “Datakes and
Speech Services Tier”. The description beloeuges on
how these tiers work together from top to bottom.

When a learner visits Enunciate via a web browaer,
Java applet for audio recording and playback wellidaded
together with the web interface.

As soon as the learner starts to record speechyutie
stream is relayed to the Apache web server in Zjevhich
is a proxy to dispatch related requests to the Ebraerver
in Tier 3 for further processing. For example, tbarner’s
recording from the Java applet is sent to the Toraeaver
in the form of a bytes stream, the text input frima web
interface in the form of an HTTP request, etc.

The Tomcat server is the runtime container of thdnispronunciations.

Enunciate web application, which accumulates tloeived
audio bytes stream and submits it chunk by chunkhé&
backend speech recognizer in Tier 4.

The speech recognizer identifies a list of phonesfthe
received audio bytes stream and returns the retogni
results to the component in Tier 3. Mispronunoiati
detection and diagnosis is done in Tier 3 by phionet
alignment between the recognized phones and trenezai
phones generated by the speech synthesizer i@ Tier

Both the speech recognizer and the speech synéhesiz

are implemented as XML-RPC [12] servers in C++.

The audio recordings and the recognition resules ar
saved in the MySQL [13] database, which is alsaduse
store user accounts, pre-defined lessons and Eatenci
sessions.

Enunciate also includes a user account managessan
manager and a session manager. All the learners’
recordings are saved in each individual's user @atco
Some pre-defined targeted lessons are designedelf h
Chinese learners practice English. The session gearia
introduced to support concurrency.

The Enunciate architecture can be extended to suppo
mobile devices as well. For example, we have dpexl a
beta version of mobile client on the Android platfio

4, COMPONENT TECHNOLOGIES
4.1 Audio Controller

Audio recording is not supported in current webwsers.
Hence a Java applet, which is part of the WAMI kdols

used for audio recording and playback on the client An

audio controller is included in the applet to stnegpeech
data between Tier 1 and Tier 2. The learner’'s dpesguut is
recorded using a microphone and is passed dowtidise
while synthesized speech is returned from the sgitler
and passed up the tiers.

4.2 Speech Synthesis

The speech synthesis component, developed baseleon
open-source Text-to-Speech Flite [16] system, isdut
generate canonical speech for the learners. Theeplevel
canonical transcription is also fed to the recdgnit
component (see section 4.4), as well as to the aiom
component (see section 4.5) together with the timin
information of the phones.

4.3 Mispronunciation Prediction

Given a canonical phone sequence returned frorsglech
synthesis component, as well as a set of pre-akfinkes
either authored from knowledge or derived from extéd
data [17], this component forms an Extended Redcimgni
Network [8] that encodes a graph of possible
The network is later traversed
construct anextended pronunciation dictionaryvhich
contains not only canonical pronunciations but also
predicted mispronunciations.

4.4 Speech Recognition

This component is implemented with ATK [14] (APIrfo
HTK [15]) and incorporate the extended pronunciatio

dictionary.
For a given sentence prompt and the corresponding
learner's speech, both the canonical phone-level



transcription by the speech synthesizer and thegrézed
phone-level transcription by ASR are aligned at phene
level. In the alignment, mismatched phone paidenified
as insertions, deletions or substitutions are dmEghras

5.3 System Feedback

System feedback is provided through the modalife®xt,
audio and visual features. Learners can read the

mispronunciations. The phone accuracy of the speegbronunciation of any English words or sentences in

recognizer is about 73.02%, based on experimerits auir
CHLOE corpus [18].

4.5 Articulatory Animation
The articulatory animation component is a sepalibtary

developed in Java to help learners visualize metufrips,
tongue, and mouth as well as the opening of nassdane.

This component accepts speech signals, phonemersssgi

and time boundary information from the speech ssitter

and morphs a set of two-dimensional viseme models t

generate the animation. Details can be found ih [19
5. TYPICAL INTERACTIONAL FEATURES
5.1 The Pronunciation Learning Cycle

Figure 2 shows the pronunciation learning cycldlakike in
Enunciate to help learners improve their pronuinmiat
Learners can first listen to the canonical pronatich and
then record their own speech.
detected mispronunciations. Learners can furtkaméne
the appropriate articulatory movements.
the

mispronunciations in  contrast to

pronunciations.
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/é N

Learn from
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Figure 2: Pronunciation learning cycle in Enunciate
5.2 Pre-defined L essons and Self-Practice

In Enunciate, learners can either work through qefred
lessons to practice various pronunciations, or tifijge text
in the self-practice section. The pre-defined dessare
designed based on contrastive analysis of L1 andabd
include typical
speakers tend to mispronounce.
self-practice section allows learners to enter aayds or
sentences for practicing.

Enunciate helps ofrip

They daent
repeat the learning cycle with the knowledge ofirthe
canonical

International Phonetic Alphabet. They can alsclisto the
synthesized speech of the input words. Enunciateslates
the recognition results into comprehensible feekbby
highlighting the mispronounced words and providing
phonetically aligned transcriptions of both the azical
pronunciation and the learners’ own pronunciati@s,
shown in Figure 3.

e S

After recording, compare your pronunciation to the model

Score: 8.33
Word-level Feedback
Model: wAaIT 3 B

You: RATE WAIT I3
Phone-level Feedback
Model: [r ert ] I3 3
You: [wert] I3
Figure 3: An example of diagnostic feedback.

Learners can replay their own recordings and coejar
with the canonical pronunciation. Enunciate alapp®rts
audio playback of individual words in the sentence.

The articulatory animation, as shown in Figure gkists
learners in getting the whole picture of the attition in
order to acquire the correct pronunciation. Itprts two
rates of playback: normal speed (150 words per t@jrand
slow speed (18.75 words per minutes). It also ipies/both
the midsagittal view and the front view. Similarlgvery
single word of the animation can be replayed basethe
learners’ selection.

4 =

O slow (Muted)

Figure 4: An example of articulatory animation.

Playback speed: ® normal

6. USER EVALUATION

English words that native Cantonese
Inaddition, th§ye conduct pilot trial of the Enunciation systemaimaster

level phonetic course and an undergraduate English
enhancement course at CUHK for the purpose of atialu
Subjects do the evaluation test in groups of 2@feeoThey
all use the same model of headsets (SennheiseraCirl



are required to go through 71 exercises and complet 6.3 Evaluation Analysisfor Group A

evaluation form. Two groups of people participaiedhis

evaluation. Group A (the masters level Phonetimsrse) We receive a lot of positive comments from subjects
consists of 19 English teachers from primaryemondary They appreciate the system, especially the desigradpts
schools. Group B (the undergraduate English erdragot and corrective feedback. They feel that the assen is
course) has 156 students from 9 English enhancemewbrthwhile, and they spot some of their frequenstaies.

classes in CUHK. The statistical summary is shown in Table 3.
Comments are received from the subjects include:
6.1 Demographics of Subjects (1) “The software is either ultra sensitive in a narrow

range or not sensitive enough in picking up certain
We receive 19 evaluation forms from Group A and 106 syllabic sounds, for instance some of my 'z' sowsle
from Group B. Most of subjects are native Cantonese perceived as 's' sounds and some of my end ‘pdsoun
Mandarin speaker whose are English L2 learner. The as the 'p'in'camp’ wasn't pické&d.
demographics of group A and group B are shown ilefd.  (2) “For the assignment we need longer texts for learner
to learn the intonation (rhythmic patterns) of Esgl’

Native language (3) “If the system is giving feedback to our performance
Cantonese 17 7> terms of the tone choice expected, it would be even
Mandarir 0 27 better. Now, it seems to test consistency mora tha
Englist 1 5 accuracy” , . _
Other 1 2 (4) “For the minimal pair check, it may be even bett¢he
Table 1: Demographics of Group A and B. words are put in a sentence / in a context since
performance in connected speech may vary than
6.2 Evaluation Design reading isolated items.”
The evaluation questions are asked to Group A aodSB | Ques L egend Likert scale
are shown in Table 2. Subjects are asked to rae t| tIONS 112)13]4]5
opinion in a five-point Likert scale and write dowhneir | (1) | 1-difficult  5- easy O 1] 16 1 1
comments and feedback. (2) | 1- short 5- long o 0 10 ¢
(38) | 1-notuseful 5-useful 0 3 2 13 1
Questions for Group A (4) 1- not useful  5- useful q K 2 13 [
(1) The level of difficulty of this assignment. G) |1 Sl_O\_N 5- fast 0 0 18 1 E
(2) The length of the assignment. (6) | 1-difficult  5-easy 0 o 1 11
(3) How useful is the assignment in helping you idgntif | (7) | 1- poor 5- good 0 0 § 18 0
problems in your pronunciation? (8) |1-no 3-neutral 5-yes| 0O 2 L7
(4) Does the assignment help you become more aware of (9 | 1-no 3-neutral 5-yes| 0 b 14
your problems in pronunciation? Table 3: Evaluation Summary for Questions in TaBle
(5) Is the speed of them system acceptable? (Group A).

(6) Is the system easy to use?
(7) What is your opinion of the design of this 6.4 Evaluation Analysisfor Group B
assignment? ) _ )
(8) Would you like to do assignments using a computer We list some representative examples of subject’s

system in the future? comments initalic with our explanations as follow. The
(9) Would you like do this assignment again with a new Statistical summary is shown in Table 4. _
set of materials? (1) “It will lag or even hang if too many people areing

the system simultaneously”

Questions for Group B This can be explained by network instability andyvu

in the system at that time. However, after weditiee
bugs and the network configuration, subjects are
satisfied with the speed and the stability of tystem.

“l don't know how to pronounce the diagnostic

(1) The system was easy to use.
(2) The system speed was acceptable.
(3) The model pronunciation was helpful. @)

(4) The feedbagk was helpful. . feedback. It's hard to imitate the correct pronuaticin®
(5) You would like to use system again. Subjects fail to reproduce the canonical pronurarnat

Table 2: Evaluation questions for two groups. Usgovide since they do not know which part of the articutato

answer based on a five-point Likert scale should be used. As the visual-speech animator is no
integrated to our system at that time, we hopenthe
visual-speech feedback showing the articulator



movement can help them
problems from another angle.

®)

indentify pronunciationtheir pronunciation problems. Subjects are satisfigh the

user interface and the performance. The high p&age of

“It does not work well, because some of the soundwillingness to use our system in the future strgngl

pronounced are not recorded due to the backgroun@&ncourages our further research.

noise”
There were around 20 subjects in a classroom dbimg

7. CONCLUSIONS AND FUTURE DIRECTIONS

system evaluations simultaneously. Although we

already provide high quality close-talking head-miou This paper

introduced an Internet-accessible CAPT

headsets (Sennheiser PC156) for recording, backdrou system — Enunciate, from the high level architestand
noise is still inevitably captured and degrades thehe detailed components to the major interactietuies as

accuracy of recognition, if the voice of the subjec

weak.
Neither
Strongly agree no Strongly
Questions| Disagreg Disagree disagree Agree| Agree

(1) 3 23 15 56 9
(2) 4 30 10 59 3
(3) 6 24 19 54 3
(4) 6 20 32 45 3
(5) 8 18 25 52 3

Table 4: Evaluation Summary for Questions in TaBle
(Group B).

6.5 Evaluation Analysisof Mispronunciation Detection

well as the statistics of users' evaluations duthng pilot
trials. Enunciate has improved the capability of
mispronunciation detection in ASR and provided
pre-defined lessons and self-practice section, hwhace
suitable for teachers and students to use durirgjass
training as well as self-practicing by students.

We are trying to implement the feature that can
simultaneously offer the reference and the leasner
articulatory animation at the same time so thatne@ can
benefit from the differentiated articulatory moverhe
Meanwhile, we are working on incorporating a
suprasegmental component, so that learners caromipt
improve their segmental quality but practice sonfighe
prosodic features including stress and intonat®mvall. A
release on the Android mobile platform will be dabie

We have received 24,339 valid recordings containingoon and we will investigate the performance of our
278,989 phonemes in total, of which 50,378 (18%yecognizer for mobile use.
mispronounced phonemes are detected. The top seven

mispronounced phonemes, which contribute to 65%llof
the mispronunciations, are summarized in Tables5Syall
as the corresponding most frequent mispronunciation
each phoneme.

Mispronounced | Occurrence Mispronounced as
Phoneme Percentage | Phoneme| Percentage
fin/ 8,050 (16%) | fiy/ 86%

2/ 5,666 (11%)| /s/ 98%

In/ 4,995 (10%)| /ng/ 93%

Irl 4,124 (8%) | _ 89%

/dh/ 3,374 (7%) | /d/ 78%

lael 3,288 (7%) leh/ 64%

ler/ 3,070 (6%) | /eh/ 94%
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