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Abstract

Due to the fast delivery of news articles by news
providers on the Internet and/or via news datafeeds,
it becomes an important research issue of predicting
the risk of stocks by utilizing such textual information
available in addition to the time series information.
In the literature, the issue of predicting stock price
up/down trend based on news articles has been stud-
ied. In this paper, we study a new problem which is to
predict the risk of stocks by their corresponding news
of companies. We discuss the unique challenges of
volatility prediction, volatility ranking and volatility
index construction. A new feature selection approach
is proposed to select bursty volatility features. Such
selected features can accurately represent/simulate
volatility bursts. A volatility prediction method is
then proposed based on random walk by considering
both the direct impacts of bursty volatility features
on the stocks and the propagated impacts through
correlation between stocks. Finally, we construct a
volatility index, called VN-index, which is a time se-
ries of predicted stock volatility. Moreover, stocks
are ranked based on the predicted volatility values.
Such information provides investors with knowledge
on how widely a stock price is dispersed from the av-
erage, as an important indicator of stock risks in a
stock market. We conducted extensive experimental
studies using real datasets and report our findings in
this paper.

1 Introduction

Modern risk management system has been strongly
criticized in the recent financial tsunami, where the
numerous different arguments converge to one single
theme: the current system failed to accurately es-
timate the risks of financial instruments, which were
considered to be isolated, but in many cases seemingly
challenge human understanding [8]. In stock markets,
risk means the uncertainty of future outcomes, and is
the probability that an investment’s actual return is
different from the expected value. The risk of a finan-
cial instrument is commonly estimated by the stock
price volatility, which measures the variation or dis-
persion or deviation of an asset’s returns from the
mean value.

Several models (e.g., ARMA [7], GARCH [1]) were
proposed to predict the future volatility based on his-
torical stock price (time series information). However,
these models cannot fully capture the bursty behavior
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of stock prices, especially when there is some breaking
news hitting the market.

Several studies [17, 7, 4] have discussed the
GARCH forecast errors and related the errors to the
arrival of asset specific news articles, i.e., the exist-
ing models cannot interpret the change of external
environment (news) and therefore could not react ac-
cordingly. In [17], a classification model is designed
to detect interesting news articles that would help un-
derstand the behavior of stock price volatility. How-
ever, except for some empirical studies, none of these
methods attempted to incorporate news information
into risk analysis, or in other words, volatility predic-
tion and ranking.

Although there have been many existing studies
[21, 16, 17] which can predict the up/down trend of
stock prices, volatility prediction and ranking from
news is a new and challenging problem. We highlight
the unique issues of volatility prediction, and discuss
why the existing work for stock trend prediction can
not be directly applied.

First, volatility carries different information from
a trend. Figure 1(a) and (b) show the stock volatil-
ity and stock prices during 37 trading days (from
Sept. 01, 2008 to Nov. 09, 2008), respectively. We
can see that there is no obvious correlation between
these two time series. Some volatility bursts occur at
the turning points of stock price trends (e.g., point
13 and point 27) while others appear when there is
no obvious change of stock price trend (e.g., point
21). This is because that volatility is computed as
the standard deviation of stock price and therefore
reflects market activities from a microscope perspec-
tive. As shown in the example, dramatic changes of
daily stock prices can cause volatility bursts, but sta-
ble daily stock prices do not necessarily imply a stable
volatility. A stock which has very stable daily prices
may have a big fluctuation in intra-day prices, thus
may produce a large volatility value.

Second, the class distribution of training text sam-
ples is very skewed if we use a text categorization ap-
proach based on news articles to predict stock volatil-
ity. Consider the daily ICBC stock prices in 37 days in
Figure 1. There are 12 up trends and 25 down trends,
with a ratio of 1:2 between up and down trends. On
the other hand, there are only 4 volatility bursts out
of 37, with a ratio of 1:8 between bursty and non-
bursty volatility. Furthermore, there are 185 news
articles associated with the up trend, and 363 news
articles associated with the down trend, with a ratio
of 1:2. On the contrary, there are only 51 news articles
as positive samples, associated with bursty volatility,
and 497 news articles as negative samples, associated
with non-bursty volatility, with a ratio of about 1:10.
We have observed similar skewed distributions in our
large-scale experiments as well. The small number of
positive samples related to the rare volatility bursts
makes the problem of predicting volatility bursts chal-
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Figure 1: Volatility, Prices, and Features

lenging.
Third, volatility burst prediction shares some simi-

larity with the prediction of the slopes of stock trends,
as both problems focus on the magnitude of changes.
Existing studies [21, 16, 17] can predict the up/down
trend, but may not predict the slope of a trend ac-
curately, because the available information is not suf-
ficient. This evidence also suggests that the existing
methods on trend prediction may not work on volatil-
ity prediction.

In this paper, we concentrate on volatility predic-
tion by utilizing both time series data (stock prices)
and textual information (news articles). First, the
textual information is transformed into time series by
using the measure ADFIDF (Adjusted Document Fre-
quency Inverse Document Frequency). Second, repre-
sentative bursty volatility features are selected based
on the co-occurrences of historical stock price volatil-
ity and news articles. Third, the feature weights,
which measure the degree of importance of those fea-
tures for each stock are learned. Then, based on the
feature weights and the incoming news, the volatility
of the corresponding stock is predicted. To improve
the prediction accuracy on stocks which have very
limited news reports, a random walk model is used
to propagate the impacts from news among stocks
based on their correlation. Finally, a volatility index
is constructed as a time series of predicted volatility.
Stocks can be further ranked based on the predicted
volatility values.

1.1 Main Contributions

The main contributions of the paper are summarized
as follows.

• We study a new problem of predicting stock risks
based on the predicted volatility by utilizing both
time series information (stock price) and textual
information (news articles).

• We propose a new feature selection algorithm
to select bursty volatility features which have
co-occurring bursty patterns with the volatility
bursts of stocks. A set of such selected bursty
volatility features can accurately represent the
stock volatility. Feature weights are learned from
historical stock prices and news articles to mea-

sure the impact of bursty keywords on stock
volatility.

• We further use random walk to propagate the
impacts of news among stocks based on their cor-
relation. The random walk approach can greatly
improve the volatility prediction performance for
those stocks with very limited news reports. The
volatility prediction and ranking methods are
built on top of the random walk model.

• We conducted extensive experimental studies us-
ing real datasets and demonstrated the superior-
ity of our approach in comparison with existing
approaches.

The rest of the paper is organized as follows. The
definition of stock volatility and the problem formu-
lation are introduced in Section 2. We study bursty
volatility feature selection in Section 3, and stock
volatility prediction in Section 4. Section 5 presents
the experimental study. Section 6 reviews some re-
lated works and background information. Finally,
Section 7 concludes the paper.

2 Problem Statement

Definition 1 Volatility is the standard deviation of
the continuously compounded returns of a stock within
a specific time horizon and is used to measure how
widely prices are dispersed from the average as fol-
lows:

σ =

√√√√
n∑

i=1

[Ri − E(Ri)]
2
Pi (1)

where Ri is the possible rate of return, E(Ri) is the
expected rate of return, and Pi is the probability of Ri.

Problem Statement: Given a set of stocks S =
{S1, S2, ...} where Si is a time series, and a set of doc-
uments T = {T1, T2, ...} available before or at time t,
we focus on predicting stock volatility and ranking
stocks based on the predicted volatility at the next
time unit t + 1, based on the available textual infor-
mation.

3 Bursty Volatility Features

To predict stock volatility, we could detect breaking
events from available news articles that are indicators
of volatility bursts. We observe that the emergence of
a breaking event is usually accompanied with a burst
of features (keywords). Some features suddenly ap-
pear widely in different news articles when the event
emerges whereas their occurrences drop significantly
when the event fades away. By monitoring the oc-
currence changes of the features in news articles, we
can identify whether there is any new event occur-
ring. Then the problem is how to select a small set
of features which can represent all breaking events.

As we discussed, the number of volatility bursts in
a stock Sk is considerably small in comparison with
the total number of up/down trends occurring in the
same stock. Even though the number of news arti-
cles that are related to the volatility bursts in the
stock Sk, is also observed to be small, we believe that
the features in those documents can potentially pre-
dict/rank volatility bursts effectively. The desirable
properties of a feature are discussed below.
Bursty Occurrences: An effective feature needs to
be a bursty feature rather than a stable feature over
a time interval. It is most likely that such bursty
features can effectively represent volatility bursts.



High Indicative Ability: An effective feature needs
to have high ability to indicate volatility bursts, i.e.,
the bursts of a feature need to be a good indicator of
the volatility bursts of the corresponding stock. Fea-
tures whose high occurrences are always accompanied
with volatility bursts are more preferable than those
features whose high occurrences only cause volatility
bursts occasionally.
High Coverage and Low Redundancy: A min-
imal set of selected effective features needs to cover
the volatility bursts as much as possible. By coverage
we mean that the set of selected effective features, as
a whole, captures all volatility bursts. By redundancy
we mean that some selected features may give similar
information.

In the following, we discuss bursty feature mea-
surement and how to select bursty volatility features.

3.1 ADFIDF Measure

As each stock is representing a company, if there are
some important things related to the company, the
news appears immediately. Generally, the wider the
news is reported, the more important the news is. If
there is no bursty news, the value which measures
the feature burstness should be around average. In
the following, we discuss how to capture the wideness
of a text feature.

Given a set of stocks S = {S1, S2, . . .}, where a
stock Sk = [sk1, sk2, . . . , skI ] is a sequence of stock
prices in the time interval I. In the same time
interval I, there exists a set of news/documents,
T = {T1, T2, . . .}, where a document Ti ∈ T con-
tains a set of features {fij}m

j=1. We assume that it
is known which stock Sk a document Ti is related
to. The assumption is reasonable since most financial
news providers do provide such information when dis-
tributing financial news articles. Then the features in
the document Ti can also be identified to which stock
they are related. We represent a feature f related
to a stock Sk in the time interval I as a time se-
ries, f(k) = [fk(1), fk(2), . . . , fk(I)], where fk(t) is
defined as follows.

fk(t) =
DFk,f (t)

Nk(t)
× log

( Nk(T )
DFk,f (T )

)
(2)

where DFk,f (t) is the number of related documents
in T containing the feature f for the stock Sk at time
t, and Nk(t) is the total number of documents in T
related to the stock Sk at time t. Here t is a time
unit defined by user, such as one month, one day, or
one hour. In this paper, t is defined as one day in our
evaluation. Therefore, fk(t) reflects the wideness of
the feature f for the stock Sk at time t. In the follow-
ing, we call fk(t) the ADFIDF (Adjusted Document
Frequency Inverse Document Frequency) value of a
feature f related to stock Sk at time t.

We assume that all fk(t) values, ∀t ∈ I, form a
normal distribution. Then we can identify the bursty
features as well as the bursty time interval where such
bursty features occur. Note that although there are
many methods, e.g. [15], related to the bursty fea-
ture identification, there is no conclusion which is the
best. Actually, we could use other distribution, and
the final identified features would be similar. A typ-
ical normal distribution for fk(t), for stock Sk ∈ S,
∀t ∈ I, is shown in Figure 2, where the x-axis is the
fk(t) value, and the y-axis is its density. The value
fk(t) = 0 indicates that a feature f occurs when there
are no explicit events related to stock Sk at time t.
The mean value of fk(t), denoted as fk, corresponds
to the maximum density value of fk(t). We say that
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Figure 2: The fk Normal Distribution

a feature f is a bursty feature related to stock Sk, if
fk ≥ δ, for a threshold δ. In brief, the higher thresh-
old, the better capability of filtering noise. However,
if the threshold is set to be very high, it will miss
many effective features; if the threshold is set to be
very low, the noise will increase. We will test the
threshold in Section 5.2.2. The bursty time interval,
denoted as TBf , for feature f , is a set of time inter-
vals where f appears to be a bursty feature.

It is worth noting that the commonly-used mea-
sure, TFIDF (term frequency inverse document fre-
quency) [18], cannot be used since we need the fea-
tures that witness a stock in a time interval rather
than the importance of the features for a document.
Therefore, we use a new measure ADFIDF. The idea
of DFIDF is brought from [10], but ADFIDF is differ-
ent from it. The original DFIDF is computed for the
whole document set, so the DF and IDF values are
global. However, ADFIDF is computed for a subset
of documents containing all news related to a specific
stock Sk. Moreover, the ADFIDF value is computed
for a specific time unit t as in fk(t).

3.2 Bursty Volatility Features

We identify all bursty features based on ADFIDF.
Then we introduce a co-occurrence rate, denoted as
E(Sk, f), to measure how a bursty feature f and the
volatility bursts of a stock Sk occur at the same time.
The larger E(Sk, f) is, the more important the fea-
ture f to the stock Sk. The idea of co-occurrence
is, if a feature always bursts together with the stock
volatility bursts in the same time interval, the feature
is valuable for identifying volatility bursts. E(Sk, f)
is defined below.

E(Sk, f) =
V (Sk, TBf )
|TBf |

/
V (Sk, I)
|I| (3)

where V (Sk, I) is the sum of the bursty volatility val-
ues regarding stock Sk in the time interval I.

V (Sk, I) =
∑

t∈I
V (Sk, t) (4)

where V (Sk, t) refers to bursty volatility at time t
computed using Eq.(1). Recall that TBf is the set of
bursty time intervals of the feature f , and I is the en-
tire time interval. In Eq.(3), the numerator computes
the average volatility over the co-occurrence time in-
tervals of the bursty feature f and volatility bursts.
The normalization by the denominator makes the co-
occurrence rates of features with respect to different
stocks comparable.



Algorithm 1 FeatureRank(Sk, Fk, γ)
Input: stock Sk, bursty feature set Fk, decay factor γ
Output: a list of pairs (fj , E(Sk, fj)) for fj ∈ Fk

in descending order

1: compute TBfi for fi ∈ Fk;
2: for all fi ∈ Fk do
3: compute E(Sk, fi) using Eq. (3);
4: end for
5: E ← ∅;
6: while Fk 6= ∅ do
7: sort Fk in decreasing order based on E(Sk, fi);
8: let f be the first feature in the sorted Fk;
9: remove f from Fk;

10: append the pair (f, E(Sk, f)) into E ;
11: for all fj ∈ Fk do
12: B = TBfj

∩ TBf ;
13: if B 6= ∅ then
14: V (Sk, t) ← γ · V (Sk, t) for t ∈ B;
15: update E(Sk, fj) based on Eq. (3);
16: end if
17: end for
18: end while
19: return E ;

3.3 Bursty Volatility Features Selection

In the previous subsections, we have discussed AD-
FIDF for feature burstness measure and the co-
occurrence rate E(Sk, f) for indicative ability mea-
sure for a feature f . We will discuss how to select
a compact set of bursty volatility features to ensure
high coverage and low redundancy.

Consider the example in Figure 1. There are three
volatility bursts of the ICBC stock, denoted as Sk,
shown in Figure 1(a). In addition there are three
ADFIDF sequences of bursty features “cut” (denoted
as fx), “capit” (fy) and “boost” (fz), shown in Fig-
ure 1(c)-(e), respectively. Here, the two ADFIDF se-
quences fk

x and fk
y have 2 similar bursts correspond-

ing to 2 out of 3 volatility bursts of Sk, and the only
burst in fk

z corresponds to the remaining volatility
burst in Figure 1(a). The three bursty volatility fea-
tures, fx, fy, and fz, together cover the three volatil-
ity bursts in Sk. By “cover”, we mean that the
features jointly represent the volatility information
about Sk. Assume E(Sk, fx) = E(Sk, fy) ≥ E(Sk, fz)
and the goal is to select top-2 bursty volatility fea-
tures. If we select both fx and fy, then one of them
is considered as redundant and the third volatility
burst cannot be captured.

In order to select a set of representative bursty
volatility features, we design an algorithm to rank
all bursty volatility features such that the top-k fea-
tures, to be selected from the ranking list, will be
more likely to accurately capture the corresponding
volatility bursts of a stock. The algorithm Featur-
eRank is outlined in Algorithm 1. The main idea is
to reduce E(Sk, fy) if its burst time interval TBfy

is overlapped with another TBfx for a higher ranked
feature fx, using a feature decay factor γ. As shown
in Algorithm 1, it takes a stock Sk, a set of bursty fea-
tures Fk related to Sk, and a feature decay factor γ.
It computes the bursty time interval TBfi for every
feature fi ∈ Fk (line 1), and then computes E(Sk, fi)
using Eq.(3) (lines 2-4). Let E keep a list of pairs
(fj , E(Sk, fj)) in descending order of E(Sk, fj). In a
while loop (lines 6-18), in every iteration, it selects
the top bursty volatility feature f from Fk and ap-
pends the pair (f,E(Sk, f)) to E . It then recomputes
E(Sk, fj) for all remaining fj ∈ Fk using the decay
factor γ, if there is an overlap between the burst time
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Figure 3: Volatility Prediction Based on Random
Walk

interval TBf of the selected feature f and TBfj of
the feature fj .

According to Algorithm 1, the top-2 bursty volatil-
ity features in Figure 1 would be either fx (“cut”) or
fy (“capit”) plus fz (“boost”).

4 Volatility Prediction

We have discussed how to select bursty volatility fea-
tures in Section 3. Such bursty volatility features are
selected based on how the burst features in documents
co-occur with the volatility bursts in stocks. In this
section, we discuss how such selected bursty volatility
features are used to predict the stock volatility. The
bursty volatility features can have both direct impacts
on stock volatility and propagated impacts on stock
volatility through stock-stock correlation, as volatility
of a stock may affect and be affected by others.

To predict the stock volatility at time t, we use
news articles which arrive before t. For example, to
predict stock volatility on a particular day, we collect
news articles which appear before 10:00AM on that
day (market opening time) for prediction. The news
articles which appear after 10:00AM will be used for
next day prediction.

4.1 Graph Construction

We construct an edge-weighted node-labeled graph
G(V, E) where V = VF ∪VS is a set of nodes, VF rep-
resents the set of bursty volatility features, and VS
represents the set of stocks. E = EFS ∪ ESS is a set
of edges, where EFS represents a set of edges from
a node in VF to a node in VS , and ESS represents
a set of edges from a node in VS to another node
in VS . A node in V is associated with a unique la-
bel, so we treat labels as node identifiers. The edge
weight on an edge (vf , vs) ∈ EFS represents the im-
pact of a bursty volatility feature vf ∈ VF to a stock
vs ∈ VS . The higher the weight, the larger impact
of the feature on the stock. The edge weight on an
edge (vs1 , vs2) ∈ ESS represents the degree of co-
occurrences of volatility bursts between two stocks
vs1 and vs2 in VS . The higher the weight, the more
co-occurrences of the volatility bursts of two stocks.

Figure 3 shows a simple graph G(V, E). Here,
VF contains 6 bursty volatility features, “worth”,
“slump”, “warri”, “rescu”, “led”, and “hope”. VS
contains 3 stocks, “Hang Seng Bank”, “Henderson
Land”, and “Hutchison”. Table 1 shows the edge



Feature Hang Seng Bank Henderson Land Hutchison

worth 0 0.88213 1.2434
slump 0.94723 0.61459 0
worri 0.98096 0.72786 0.33304
rescu 0.38712 0.56985 1.0362
led 0 0.61459 0
hope 0.63762 0.68553 0

Table 1: Impacts of Bursty Volatility Features

weights from a feature (a node in VF ) to a stock
(a node in VS) for Figure 3. The feature “rescu” is
linked to all three stocks with different weights, which
means that all these stocks are influenced by the fea-
ture “rescu”. Some features may only have impacts
on a subset of stocks. For example, the feature “led”
does not have any impacts on “Hang Seng Bank” or
“Hutchison”, so there is no edge from “led” to “Hang
Seng Bank” or “Hutchison”.

Based on the graph G(V, E), we perform random
walk and calculate the volatility of a stock at time
t+1 based on the available bursty feature information
at time t, as well as predicted volatility of correlated
stocks, as in Eq.(5).

V(Sk, t + 1) = α
∑

(fi,Sk)∈EF S

fk
i (t) · E(Sk, fi) +

(1− α)
∑

j 6=k

ρ(Sj , Sk) ·V(Sj , t + 1) (5)

Here, the first part measures the accumulated direct
impacts from bursty volatility features to a stock.
This is the information we captured from news to
stocks. Recall that fk

i (t) is the ADFIDF value to in-
dicate how the feature fi is related to stock Sk at time
t (Eq.(2)), and E(Sk, fi) is the co-occurrence rate to
measure how feature bursts of fi and volatility bursts
of Sk occur at the same time. The second part cap-
tures the propagated volatility bursts from correlated
stocks Sj based on random walk, as stocks may affect
each other in the stock market. This part can also im-
prove volatility prediction for stocks which have very
little related news. The correlation factor ρ(Sj , Sk) is
computed as follows.

ρ(Sj , Sk) =
∑t

τ=1 (V (Sj , τ)− V (Sj))(V (Sk, τ)− V (Sk))
σV (Sj)σV (Sk)

(6)
Here, V (Sk, τ) is the bursty volatility at time τ com-
puted using Eq.(1). V (Sj) and V (Sk) are the mean
volatility values of the two stocks Sj and Sk, respec-
tively. σV (Sj) and σV (Sk) are the standard deviation
of volatility for the two stocks in the time interval
[1, t].

4.2 Volatility Prediction

Based on the graph and random walk model, we dis-
cuss the procedure of volatility prediction. Volatil-
ity prediction involves two phases, namely a training
phase and a testing phase. The training phase is done
based on a set of documents (news articles) T , and
a set of stocks S, obtained in the time interval [1, I].
The testing phase is, given a set of new documents
T ′, on a time step t, to predict stocks volatility on
the next time unit t + 1.

The training phase is done as follows. First,
for each stock Sk ∈ S, we compute the volatility
over the time interval [1, I], denoted as V (Sk) =
[σ1, σ2, . . . , σI ], where σi is computed using Eq.(1).
Then we determine a set of bursty features Fk =
{f1, f2, . . .}, where fi ∈ Fk corresponds to a time

series of ADFIDF fk
i = [fk

i (1), fk
i (2), . . . , fk

i (I)] in
the time interval [1, I]. fk

i (t), t ∈ [1, I], is computed
using Eq.(2). Second, we compute the co-occurrence
rate E(Sk, fi) for every fi ∈ Fk using Eq.(3). Third,
we obtain a list of pairs (fi, E(Sk, fi)) using Algo-
rithm 1 to rank the features with a decay factor γ.
Finally, we compute the correlation ρ(Sj , Sk) between
two stocks Sj and Sk using Eq. (6).

The testing phase is done as follows. Suppose
that we obtain a set of new documents T ′, at time
t. First, we compute fk

i (t) for every fi in a document
in T ′, that is related to Sk. Second, we construct an
edge-weighted graph G(V, E). V = VF ∪ VS , where
VF is the set of features that both appear in T ′ and
are burst volatility features obtained in the training
phase. The edge weight for an edge (fj , Sk), from a
bursty volatility feature fi to a stock Sk is assigned
as E(Sk, fi) which is computed in the training phase.
The edge weight for an edge (Sj , Sk), between two
stock nodes, is assigned as ρ(Sj , Sk) computed in the
training phase. An example is illustrated in Figure 3.
Third, we compute V(Sk, t + 1), for every Sk ∈ S,
using Eq.(5) iteratively, until it converges based on
random walk.

4.3 Volatility Index and Volatility Ranking

Based on the predicted stock volatility, we could per-
form two analytical tasks: volatility index construc-
tion and stock volatility ranking.

A volatility index for stock Sk in the time inter-
val I is a time series of predicted volatility values:
NI(Sk) = [V(Sk, 1),V(Sk, 2), . . . ,V(Sk, I)]. We call
it VN-index since it is a volatility index constructed
from news. If the predicted volatility is accurate, the
correlation between VN-index and the real volatility
sequence in the testing period should be large. The
correlation is quantitatively measured using the Pear-
son correlation coefficient.

ρ(NI(Sk), V (Sk)) =
cov(NI(Sk), V (Sk))

σNI(Sk)σV (Sk)
(7)

where NI(Sk) is the volatility index sequence, V (Sk)
is the real volatility sequence, and cov means covari-
ance. We will evaluate the quality of the constructed
VN-index in Section 5.1.

Besides the volatility index construction, we can
further rank stocks based on their predicted volatil-
ity values V(Sk, I + 1) for each stock Sk ∈ S. The
ranking quality will also be evaluated based on the
ground truth from the real volatility value in Section
5.2.

5 Experimental Study

In this section, we evaluate our proposed volatility
prediction approach through two groups of exper-
iments: volatility index construction and volatility
ranking.

We archive the minute-level intra-day stock prices
and the news articles from the Hong Kong Exchange
Market and Don Jones Factiva database1 from Jan. 1,
2008 to Dec. 31, 2008, respectively. All 42 component
stocks for Hang Seng Index (HSI) are selected, which
are the most influential and most widely held public
stocks in Hong Kong. At each day t, the daily realized
volatility is computed by applying Eq.(1) on the 1-
minute time series.

1http://www.factiva.com/
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Figure 4: Prediction based on Bursty Features
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Figure 5: Prediction based on Random Walk

In total, over 150, 000 news articles are collected.
Each news article is related to a specific stock ac-
cording to Factiva’s classification system. Besides, we
only tag news articles which appear before 10:00AM
as the news article at that day for prediction, since
most newspapers will release their news story before
the market opens. The news articles which appear
after 10:00AM will be labeled as the news articles
of next day for prediction, e.g., the news release at
7:00PM will be used for next day prediction.

For the preprocessing of these news articles, all
features are stemmed using the Porter stemmer. Fea-
tures are words that appear in the news articles, with
the exception of digits, web page address, email ad-
dress and stop words. Features that appear more than
80% of the total news articles in a day are catego-
rized as stop words. Features that appear less than
5% of the total news articles in a day are categorized
as noisy features. Both the stop words and noisy fea-
tures are removed. All data from Jan. 1, 2008 to Nov.
30, 2008 are used for training, and the data from Dec.
1, 2008 to Dec. 31, 2008, are used for evaluation.

We perform the experiments on a PC with a Pen-
tium IV 3.4GHz CPU and 2GB RAM.

5.1 Volatility Index Construction

In this part, we construct the VN-index based on pre-
dicted volatility values and evaluate the quality. We
focus on the following questions:

(1) What are the effects of the proposed techniques
(e.g., direct impacts from bursty volatility fea-
tures versus propagated impacts based on ran-
dom walk) in our algorithm? How much improve-
ment can each of them contribute respectively?

(2) What is the overall quality of the VN-index com-
pared with the ground truth?

5.1.1 Prediction based on Bursty Features

First, the VN-index is constructed purely based on
the news information without taking the stock-stock
correlation into consideration. That means the pre-
dicted volatility is computed by setting α = 1 in
Eq.(5).

The result is show in Figure 4. Each column in
the figure represents a correlation value between the
real stock volatility and the VN-index for a stock.
The average correlation value is 0.4252, the maximum
one is 0.7951, and the minimum one is −0.1944. Al-
though the overall performance looks good (note that
the average value of correlation between stocks is only
0.4094), the performance varies dramatically for dif-
ferent stocks.

We further analyze the result for those stocks
whose correlation is very low, i.e., the predicted
volatility is inaccurate. We find that for those stocks,
their related features are much less than the average
number. When a stock’s related features are not suffi-
cient to describe the stock price changes, the volatility
prediction based on news is inaccurate.

5.1.2 Prediction based on Random Walk

To improve the prediction for stocks which have very
insufficient news reports, we exploit the stock-stock
correlation through random walk to propagate the
news impacts. In this experiment, the VN-index is
constructed based on Eq.(5).

As shown in Figure 5, the left columns are the
correlation results based on volatility prediction from
news only, while the right columns are the correlation
results based on both news direct impacts and propa-
gated impacts from random walk. When random walk
is added to the prediction model, the average corre-
lation is 0.6021, which improves a lot from 0.4252.
In addition, the correlation value for every stock is
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Figure 6: Comparison with Correlation between Stocks

positive.

5.1.3 Comparison with Stock-Stock Correla-
tion

We further compare the correlation of the predicted
volatility and the true volatility and the correlation
between stocks. As shown in Figure 6, ‘s-s’ means
the correlation value between one stock and the other
41 stocks in the whole year of 2008. ‘w/s’ and ‘w/o’
represent the results with random walk and without
random walk, respectively.

The mean value of correlation between stocks is
0.4094. For our approach without random walk, the
average correlation between stock volatility and VN-
index is 0.4252. When random walk is applied, the
performance is even better. That means the co-
movement of VN-index and stock volatility is better
than the co-movement of volatility of different stocks
in the stock market.

5.1.4 The Effect of Feature Selection

In this section, we evaluate the effectiveness of fea-
ture bursts and the impacts of the threshold δ on the
correlation value. As shown in Figure 7, the influence
of the threshold for a single stock is large. When
δ = 0, all features are used. When δ is large enough,
no feature is selected. The y-axis is the correlation
between the predicted volatility by news and the real
daily volatility. When δ = 5, the correlation achieves
the maximum, while at both ends (i.e., when δ is very
small or large), the correlation is much lower. The ex-
perimental results show that, selecting too many fea-
tures (i.e., when δ is very small) actually decreases the
correlation, as many selected features are not bursty
features that are indicative of volatility bursts. In
an extreme when δ = 0, all possible features from the
news articles are used. We can see that the correlation
value is actually very low. Similarly, selecting too few
features (i.e., when δ is very large) also downgrades
the correlation as some of the truly bursty features
are not selected. In this paper, we set the threshold
δ for each stock as the value which provides the high-
est correlation value of bursty feature and stock price
volatility in the training dataset.

5.2 Volatility Ranking

In this section, we evaluate the quality of ranking
stocks based on their predicted volatility values. We
focus on the following questions:

(1) How does our approach compare with other ap-
proaches in volatility ranking?
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Figure 7: The Influence of δ for A Single Stock

(2) What are the effects of the proposed techniques
(e.g., bursty feature, random walk) in our algo-
rithm? How much improvement can each of them
contribute respectively?

(3) If we combine our approach with traditional ap-
proach purely based on historical stock price data
(e.g., GARCH), can we achieve any further im-
provement?

In this experiment, we use a much smaller training
set for evaluation. Specifically, the data from Sept.
01, 2008 to Oct. 24, 2008 are used for training, and
the data from Oct. 25 to Nov. 09, 2008 are used for
evaluation.

5.2.1 Ranking Quality Comparison

We compare our proposed volatility ranking ap-
proach, denoted as VbN, for Volatility-by-News, with
the following approaches.

• Random Selection: The volatility rank list is
formed based on random selection. The accuracy
is the statistical mean accuracy value for ranking.

• Baseline Model: The volatility rank list is
formed based on average volatility on the train-
ing set.

• GARCH: We apply GARCH model to predict
the volatility of next day and rank the stocks
based on the predicted volatility. We use a five
year daily stock data for training GARCH model,
because if the time series is not long enough, the
performance will be bad. The UCSD Garch tool-
box is used in the experiments.
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Figure 8: Volatility Ranking Comparison

Normalized
Real Volatility VbN GARCH SVM

CHALCO Li & Fung Esprit Hldgs Esprit Hldgs
Li & Fung CHALCO Li & Fung FIH
New World Dev Esprit Hldgs HK & China Gas CITIC Pacific
Esprit Hldgs FIH New World Dev CHALCO
COSCO Pacific Henderson Land Sino Land Sinopec Corp
MTR Corporation COSCO Pacific Hutchison CNOOC
Sino Land Hutchison China Shenhua CLP Hldgs
China Mer Hldgs HK & China Gas Henderson Land Hutchison
Cathay Pac Air China Mer Hldgs FIH Hang Seng Bank
Hang Lung Prop Sino Land Cheung Kong Li & Fung
China Unicom New World Dev HKEx BOC Hong Kong
CITIC Pacific Cathay Pac Air Hang Seng Bank Bank of E Asia
China Resources Yue Yuen Ind China Mer Hldgs China Resources
Yue Yuen Ind Hang Seng Bank Cathay Pac Air SHK Prop
Henderson Land Cheung Kong CHALCO ICBC

Table 2: Ranking Result Comparison

• SVM: we label news articles as positive and neg-
ative based on whether the volatility bursts oc-
cur after the news release, using a similar ap-
proach as in [17]. We use the most promising
text classification model support vector machine
(SVM) [12], to train the text classifier. Based on
the classifier and the news features in the testing
phase, the volatility of stocks is ranked.

In this experiment, since stocks have volatility in
different scales, all the predicted and real volatility
values are normalized by their mean value and are
transform into relative volatility. The accuracy is
measured by overlap-similarity [19], OS(τ1, τ2), which
indicates the degree of overlap between the top n
volatility stocks of the two rankings τ1 and τ2, where
τ1 is the ranking computed by a model, and τ2 is the
actual ranking from ground truth. The overlap of two
stock sets A and B (each of size k) is defined as |A∩B|

k .
As a case study, Table 2 shows a comparison among
VbN, GARCH, and SVM against the ground truth,
using top-15 stocks that have high volatility bursts in
the next time unit. In Table 2, stocks are ranked in
descending order of the corresponding volatility value.
For results in Table 2, the overlap-similarity between
VbN and the ground truth (normalized real volatil-
ity) is 0.67, larger than that between GARCH/SVM
and the ground truth, which are 0.53 and 0.33, re-
spectively.

We further test VbN in comparison with the other
four methods by varying k= 3–15 in the top-k rank-
ing list. Figure 8 shows the mean value of accuracy
comparison between different methods over the en-
tire testing period. From Figure 8, when k is small
(k = 3), the accuracy of VbN is 40% higher than
SVM, 25% higher than Random Selection, and 20%
higher than GARCH. When k increases, the accu-

racy of all methods increase, but VbN outperforms
the other methods in all cases. When k = 15, VbN
achieves an accuracy of 50% which is around 15%
higher than other approaches.
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Figure 9: Volatility Ranking with Different δ

5.2.2 Volatility Ranking based on Bursty
Features

In this experiment, we evaluate the effectiveness of
bursty features and the impacts of the threshold δ
on volatility ranking. If δ = 0, all related features
are included in the bursty feature set. On the other
hand, if δ is set to a large value, there may not be
any bursty feature being selected. Figure 9 shows the
results. The x-axis is in a range of µ + xσ, where µ
is the mean of ADFIDF, σ is its deviation, and x is
an integer in the range of [0, 10]. y-axis is the aver-
age accuracy of top-k results for k= 1–15. As shown
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Figure 10: Volatility Ranking by Random Walk

in Figure 9, capturing bursty features is a very im-
portant factor for ranking stocks based on volatility.
When δ = µ+2.75σ, the ranking accuracy is the high-
est (39.5%), which is 7.7% higher than using all the
bursty features (31.8%) and 8% higher than using no
news information (31.5%). As the purpose of this ex-
periment is to measure the effect of bursty features,
we set α = 1 in Eq.(5).

5.2.3 Volatility Ranking by Random Walk

We evaluate the effectiveness of VbN based on ran-
dom walk with α = 0.95 in Eq.(5). We observe that
the ranking of all component stocks in Hang Seng In-
dex is not noticeably affected by varying α. It is be-
cause that the component stocks of Hang Seng Index
are reported intensively. Therefore, the improvement
based on propagated impacts by random walk is not
obvious. In this experiment, we test another set of
42 stocks including 11 HSI-component stocks and 31
non HSI-component stocks that only receive few news
articles from time to time. Figure 10 shows the mean
value accuracy comparison for the bottom-k out of
the 42 stocks, when α = 1 (without random walk) and
α = 0.95 (with random walk) over the entire testing
period. As seen in Figure 10, when α = 0.95 (with
random walk), its accuracy becomes 27.5% which is
20% higher than the accuracy when α = 1 (without
random walk). When we increase the k value of the
bottom-k stocks from 1 to 15, the smallest accuracy
margin is still as large as 10%, which indicates random
walk is effective to improve the accuracy for ranking
stocks that do not frequently receive news articles.

6 Related Works

The first systematic examination on the impacts of
textual information on the financial markets was con-
ducted in [13], which compared the movements of
Dow Jones Industrial Average with general news dur-
ing the period from 1966 to 1972. [5] formulated an
activity monitoring task for predicting the stock price
movements, which issued alarms based on the content
of the news articles. [21] developed an online system
for predicting the opening prices of five stock indices,
where by combining the weights of the keywords from
news articles and the historical closing prices of a par-
ticular index, some probabilistic rules were generated
using the approach in [20]. [6] proposed a model for
mining the impact of news stories on the stock prices,
by using a t-test based split and merge segmentation
algorithm for time series preprocessing and SVM [12]
for impact classification. [17] discovered a relation-
ship between the news and abnormal stock prices be-
havior. But it focused more on how to detect these

influential news using text categorization.
As aforementioned, the problem of volatility pre-

diction is different from trend prediction. In this
work, instead of studying the news articles, we at-
tempt to capture the breaking events by finding a set
of representative bursty features which can describe
the bursts of stock price volatility.

So far, there have been many studies related the
topic of bursty feature detection [15, 11, 10]. For ex-
ample, [15] proposed an algorithm for constructing a
hierarchical structure for the features in the text cor-
pus by using an infinite-state automaton. Similar to
these approaches, our proposed algorithm is based on
the bursty features. Different from these approaches,
we also require the bursty features to be concurrent
and have a good coverage over the bursty periods of
stock price volatility.

For the web graph, the traditional link analysis
methods PageRank [2] and HITS [14] attempted to
calculate the importance of a Web page based on
the scores of the pages pointing to that page. The
rank vector can be computed by repeatedly iterat-
ing over the web graph structure until a stable as-
signment of page importance is obtained. [3] used a
bipartite graph to model the process of news genera-
tion and built a model to rank the news articles and
the sources that generate them. [9] used a set of bi-
ased initial restart probability vectors in computing
PageRank. They attempted to capture a more ac-
curate importance score with respect to a particular
topic. In order to consider indirect influence of fea-
tures through correlated stocks, this work constructs
a graph based on the correlation between stocks and
takes the influence from bursty features as the initial
starting probability in computing the final volatility
rank.

7 Conclusion

In this paper, we studied a new research problem
of predicting and ranking stock volatility based on
news, where volatility is an important stock risk mea-
sure. We discussed the unique challenges of volatility
prediction/ranking, and showed that the existing ap-
proaches on stock trend prediction cannot effectively
solve our problem. We defined the bursty volatility
features and proposed an algorithm to select a set
of highly indicative bursty volatility features to rep-
resent volatility bursts. The main idea is to utilize
features in news articles to strengthen the prediction
and ranking of volatility. In addition, we proposed
a random walk based approach that propagates the
news impacts through correlated stocks. We con-
ducted extensive performance study on volatility in-
dex construction and stock volatility ranking using
real datasets and demonstrated the effectiveness of
our proposed approach.
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