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Abstract—The problem of mobile sequential recommendation is to suggest a route connecting a set of pick-up points for a taxi driver

so that he/she is more likely to get passengers with less travel cost. Essentially, a key challenge of this problem is its high

computational complexity. In this paper, we propose a novel dynamic programming based method to solve the mobile sequential

recommendation problem consisting of two separate stages: an offline pre-processing stage and an online search stage. The offline

stage pre-computes potential candidate sequences from a set of pick-up points. A backward incremental sequence generation

algorithm is proposed based on the identified iterative property of the cost function. Simultaneously, an incremental pruning policy is

adopted in the process of sequence generation to reduce the search space of the potential sequences effectively. In addition, a batch

pruning algorithm is further applied to the generated potential sequences to remove some non-optimal sequences of a given length.

Since the pruning effectiveness keeps growing with the increase of the sequence length, at the online stage, our method can efficiently

find the optimal driving route for an unloaded taxi in the remaining candidate sequences. Moreover, our method can handle the problem

of optimal route search with a maximum cruising distance or a destination constraint. Experimental results on real and synthetic data

sets show that both the pruning ability and the efficiency of our method surpass the state-of-the-art methods. Our techniques can

therefore be effectively employed to address the problem of mobile sequential recommendation with many pick-up points in real-world

applications.

Index Terms—Mobile sequential recommendation, potential travel distance, backward path growth, sequence pruning

Ç
1 INTRODUCTION

WITH the wide utilization of wireless sensors and infor-
mation infrastructures such as GPS, Wi-Fi, Blue

Tooth and RFID, we can easily get access to the location
trace data for a large number of moving objects. Finding
useful knowledge from these trajectory data will provide
strong support for the real-time decision and intelligence
services in the related applications [1]. The problem of
reducing cruising costs for taxicabs is a typical example [2],
[3]. An unloaded taxi cruising on the road not only leads to
waste of fuel and time, but also may result in traffic conges-
tion. However, there exist many pick-up hotspots in taxi tra-
jectories of those high-yield taxi drivers, which can be
effectively leveraged to guide new drivers to pick up pas-
sengers in a more economical and energy-efficient way.
Therefore, highly efficient mobile pattern mining and

recommendation algorithms can significantly improve busi-
ness performance and reduce the energy consumption. This
problem possesses considerable theoretical significance and
practical value [3], [4].

In previous studies, Ge et al. have proposed a novel
problem of mobile sequential recommendation (MSR) [2],
which is to suggest a route connecting a series of pick-up
points for an empty cab so that the driver is more likely to
get passengers with less travel cost starting from his current
position. It is a challenging task, because we need to enu-
merate and compare all possible routes derived from the
given set of pick-up points which involves a rather high
computational complexity. To solve the MSR problem, they
proposed a function of potential travel distance (PTD) for
evaluating the cost of a driving route. Essentially, the PTD
value of a suggested route is the expectation of the cruising
distance for an empty cab before it successfully gets new
passengers when it travels along the route. To reduce the
computational cost, two effective potential sequence prun-
ing algorithms LCP and SkyRoute, which are based on the
monotone property of the PTD function, have been pro-
posed in [2]. However, the time and space complexities of
these two algorithms both grow exponentially with the
number of pick-up points and the lengths of the suggested
driving routes, so they can only be applied to the driving
route recommendation with a limited length constraint and
a small number of pick-up points.

In this paper, we propose a novel and efficient solution to
the MSR problem. Our method includes an offline stage and
an online stage. The offline stage effectively prunes the
search space and generates a small set of candidate sequen-
ces. The online stage is aimed at obtaining the optimal driv-
ing route given the current position of an unloaded taxi as
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the starting point. Specifically, for the offline pre-computa-
tion, we have examined the nature of the PTD function and
found that it satisfies the iterative calculation property. This
property allows us to incrementally construct a potential
driving route backward from the terminal point to the start-
ing point. Furthermore, we have also found that a set of
potential sequences with the same length and the same
source point satisfy the incremental and batch pruning
properties. To this end, we designed a mobile sequential
recommendation method taking full advantage of the itera-
tive nature of the PTD function. It incrementally generates
potential sequences and removes a lot of unfertile search
space, which greatly enhances the efficiency and reduces
the memory consumption of our method. Among the gener-
ated potential sequences with the same length, we can fur-
ther prune a large number of potential sequences that fail to
form the optimal route by using a batch pruning policy. It
can dramatically reduce the number of the remaining
sequence candidates. In our method, the original MSR prob-
lem can be generalized effortlessly to handle the case when
a travel distance or a destination constraint is imposed.
Given the current position of an unloaded taxi, our method
can efficiently search for the optimal driving route online.
Experimental results demonstrate that the offline pruning
effectiveness and the online search efficiency of our method
are significantly better than the state-of-the-art methods.

The main contributions of the paper are given below.
1) Our algorithm can generate all possible candidate
sequences of arbitrary lengths. 2) The recursive formula of
the PTD function is proposed which makes the incremental
generation of the potential sequences possible. 3) A back-
ward incremental sequence generation algorithm with less
time complexity is proposed. 4) An efficient method for
comparing the PTD cost of different potential sequences
and driving routes is presented. 5) An effective sequence
pruning method combining incremental pruning with batch
pruning is adopted which significantly improves the offline
pruning effect. 6) Our method can handle the optimal driv-
ing route search problem with a maximum cruising distance
or a destination constraint that has never been examined by
previous studies.

The rest of the paper is organized as follows. Section 2
introduces the MSR problem and the related work. Sec-
tion 3gives the detailed presentation of our proposed
method. In Section 4, the offline sequence generation and
online search algorithms are described in detail. Section
5 gives the experimental results and analysis. Section 6
discusses some extensions of our method. Finally, Sec-
tion 7 concludes the paper.

2 BACKGROUND

In this section, we first introduce the MSR problem and then
describe the related work.

2.1 Problem Statement

Given a large number of GPS traces of taxi drivers col-
lected in a period of time, the information about when a
cab is empty or occupied is also available. In this data
set, we can geometrically cluster the pick-up points of
all taxi drivers in a certain period of time. The centers of

these clusters can be used as the potential pick-up
points. Let ci be a potential pick-up position and C ¼
fc1; c2; . . . ; cNg be a set of N pick-up points. The probabil-
ity that a taxi can successfully carry passengers at the
pick-up point ci is denoted by P ðciÞ, and the set of mutu-
ally independent probability is P ¼ fP ðc1Þ; P ðc2Þ; . . . ;
P ðcNÞg. Successful probability P ðciÞ can be estimated by
the number of pick-up events having happened in ci
divided by the number of cabs which have no customers
before passing ci. The MSR problem introduced by Ge
et al. [2] is for finding a driving route that can lead to
the minimum cost of picking up a new passenger when
a taxi travels all or part of the pick-up points in C
starting from its current location. The problem can also
be found in other scenarios such as recommending tour-
ist routes, searching for parking places, etc. In the
following, we introduce some concepts of the MSR prob-
lem and all the symbols used in this paper are described
in Table 1.

Let~r ¼ hc1; c2; . . . ; cLi be a potential sequence of length L
derived from the pick-up points set C, where each ci in ~r is
different from one another. c1 is called the source point of~r
and cL is called the destination point. C~r ¼ fc1; c2; . . . ; cLg
denotes the set of pick-up points of the potential sequence~r.
R
!¼ f~rjC~r � C ^ C~r 6¼ ;g is the set of all possible potential
sequences derived from C. jR!j ¼ M is the number of poten-
tial sequences in R

!
. P ð~rÞ ¼ hP ðc1Þ; P ðc2Þ; . . . ; P ðcLÞi is the

probability vector of the potential sequence ~r consisting of
the probabilities of all the pick-up points in~r. ~d ¼ hc0;~ri is a
driving route, where c0 is the starting point, ~r the sequence
of pick-up points, and k~dk ¼ k~rk ¼ L the length of ~d.

For a driving route ~d ¼ hc0;~ri, a PTD function is defined

in [2] to evaluate its travel cost. Let Dð~dÞ ¼ hDc0;c1 ;

ðDc0;c1 þDc1;c2Þ; . . . ;
PL

i¼1 Dci�1;ci ; Dmaxi be the distance vec-

tor of ~d and probability vector P ð~dÞ ¼ hP ðc1Þ; P ðc1Þ�
P ðc2Þ; . . . ;

QL�1
i¼1 P ðciÞ � P ðcLÞ;

QL
i¼1 P ðciÞi, then the PTD cost

of ~d can be calculated by

TABLE 1
Adopted Symbols
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F ð~dÞ ¼ F ðc0;~r; P ð~rÞÞ ¼ Dð~dÞ � P ð~dÞ; (1)

where the manually specified parameter Dmax represents
the desired maximum cruising distance of a driver for pick-
ing up new passengers. In [2], the Dmax is set to a large
enough constant value. The PTD value of a driving route ~d
represents the expected travel distance of an empty cab for
picking up new passengers when it is cruising along the
route. The smaller the PTD cost of a route, the shorter travel
distance and the less energy and cost required for the cab to
take new guests. Based on the above definitions, the MSR
problem is given as follows:

An illustrative example is shown in Fig. 1, there are two
different driving routes ~d1 ¼ hc0; c1; c2i and ~d2 ¼ hc0; c2; c3i,
both of length 2. If we set Dmax ¼ 10, then F ð~d1Þ ¼ 5:55 and
F ð~d2Þ ¼ 5:4. It can be seen that the PTD cost of ~d2 is smaller
than that of ~d1 and then ~d2 should be preferentially recom-
mended to the driver.

The computational complexity of the MSR problem is
proved to be OðN !Þ [2]. So a simple brute-force method is
inefficient when tackling this problem.

2.2 Related Work

In recent years, intelligent transportation systems and tra-
jectory data mining have attracted widespread attention [1],
[6], [7], [8]. Mobile navigation and route recommendation
have become a hot topic in this research field [2], [9], [10],
[11], [12], [13], [14], [23], [24], [25], [26].

Recently, Ge et al. studied a novel problem of mobile
sequential recommendation by using the historical trajec-
tory data. The proposed MSR problem is rather different
from the traditional problems such as shortest-path problem
(SPP) [15], [16], traveling-salesman problem (TSP) [17] and
vehicle-scheduling problem (VSP) [18]. In [2], the authors
focused on the MSR problem with a limited length con-
straint due to the high computational complexity of the
MSR problem. To reduce the search space, they proposed a

route dominance based sequence pruning algorithm named
LCP. A novel skyline based algorithm SkyRoute is also
introduced to search for the optimal route which can service
multiple cabs online. However, the proposed algorithms
have difficulty in handling the problem with a large number
of pick-up points.

A problem similar to MSR is shortest-path queries in
spatial databases [19], [20], [22]. Funke and Storandt [19]
studied the shortest paths with multi-criteria objectives
based on contraction hierarchies [21], which makes the
complexity of their algorithms reduce to polynomial
time. However, the final objective needs to be translated
to a linear combination of multiple criteria. For MSR
problem, it is difficult to translate the PTD function to a
linear combination of the distances and probabilities. In
[20], the optimal route planning problem considering the
energy consumption is studied, in which they adopted
contraction hierarchies [21] to speed up the execution. A
single-hop algorithm based on hub labeling using a tech-
nique called double-hub indexing has been proposed
[22], which can be applied to the POI prediction sce-
nario. However, the proposed techniques for shortest
path are difficult to be directly adopted to solve the
MSR problem.

Yuan et al. proposed a probabilistic model for detecting
pick-up points [4]. It finds a route with the highest pick-up
probability to the parking position constrained by a distance
threshold instead of the minimal cost of the route and pro-
vides location recommendation service both for the cab
drivers and for the passengers. In contrast, the problem
solved in [24], [25] is different from the MSR problem which
is to recommend a fastest route to a destination with a start-
ing position and time constraints.

Powell et al. [3] proposed a grid-based approach to
suggesting profit locations for taxi drivers by construct-
ing a spatio-temporal profitability map, on which, the
nearby regions of the driver are scored according to the
potential profit calculated by the historical data. How-
ever, this method only finds a parking place with the
largest profit in a local scope instead of a set of pick-up
points with overall consideration. Wang [10] introduced
a problem of finding the optimal trip route with time
constraints. They also proposed an efficient trip planning
method considering the current position of a user. The
difference is that their method uses the score of attrac-
tions to measure the quality of a route.

3 PROPOSED METHOD

To address the computational challenges of the MSR prob-
lem, we first identify the iterative property of the PTD func-
tion. Then we propose the pruning principle which can
effectively reduce the search space for MSR.

3.1 The Iterative Property of the PTD Function

As described in Section 2, the PTD function gives a comput-
able measure for the cost of a route. Actually, an iterative
computational formula of the PTD function can be obtained
without considering the driving distance beyond the last
pick-up point of a driving route. For this purpose, we first
introduce the concept of PTD sub-function.

Fig. 1. An example of the driving route and its PTD cost.
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Definition 1 (PTD Sub-function F1). Given a driving route
~d ¼ hc0; c1; c2; . . . ; cLi, c0 is its starting point and ~r ¼
hc1; c2; . . . ; cLi is its pick-up sequence. Let the distance sub-
vector ofDð~dÞ be

g
Dð~dÞ ¼ lDc0;c1 ; ðDc0;c1 þDc1;c2Þ; . . . ;

XL
i¼1

Dci�1;ci

* +

and the probability sub-vector of P ð~dÞ be

g
Pð~dÞ ¼ P ðc1Þ; P ðc1Þ � P ðc2Þ; . . . ;

YL�1

i¼1

P ðciÞ � P ðcLÞ
* +

:

The PTD sub-function F1 of the driving route ~d is defined as

F1ð~dÞ ¼ g
Dð~dÞ � gPð~dÞ: (2)

Compared to the distance vector Dð~dÞ and probability

vector P ð~dÞ, the sub-vectors g
Dð~dÞ and g

Pð~dÞ of a driving route

~d ¼ hc0;~ri both only lack the last component. Therefore, the

PTD cost of a driving route ~d can be expressed using its

PTD sub-function by the following equation:

F ð~dÞ ¼ F1ð~dÞ þDmax �
YL
i¼1

P ðciÞ: (3)

In fact, we do not have the starting point of a cab in the
stage of offline processing. For enhancing the online search
efficiency, we pre-compute the costs of all the potential
sequences. The involved concept of probability summation
function PE is introduced as follows.

Definition 2 (Probability summation function PE). Let
~r ¼ hc1; c2; . . . ; cLi be a potential sequence with length L and
~d ¼ hc0;~ri be a driving route derived from ~r. The probability

summation of~r is the sum of all the dimensions in the probabil-

ity sub-vector
g

Pð~dÞ, and it is given as

PEð~rÞ ¼ P ðc1Þ þ P ðc1Þ � P ðc2Þ þ � � � þ
YL�1

i¼1

P ðciÞ � P ðcLÞ: (4)

Since the sum of all the components in the probability
vector P ð~dÞ is equal to 1, the value of the probability sum-
mation function PE of~r has the following property:

PEð~rÞ ¼ PEðc1; c2; . . . ; cLÞ ¼ 1�
YL
i¼1

P ðciÞ: (5)

The value of the function PE can also be calculated recur-
sively. Given a potential sequence~r1 ¼ hc1; c2; . . . ; cki and its
postfix sub-sequence ~r2 ¼ hc2; c3; . . . ; cki, PEð~r1Þ can be iter-
atively calculated by

PEð~r1Þ ¼ P ðc1Þ þ P ðc1Þ � PEð~r2Þ: (6)

According to the above definitions, we can obtain the
iterative computation theorem of the potential sequences.

Theorem 1. Let ~r ¼ hc1; c2; . . . ; cLi be a potential sequence with
length L. The distance sub-vector of~r is

gDð~rÞ ¼ Dc1;c2 ; ðDc1;c2 þDc2;c3Þ; . . . ;
XL
i¼2

Dci�1;ci

* +
;

and its probability sub-vector is

gPð~rÞ ¼ P ðc2Þ; P ðc2Þ � P ðc3Þ; . . . ;
YL�1

i¼2

P ðciÞ � P ðcLÞ
* +

:

Then the PTD sub-function F1 of~r is

F1ð~rÞ ¼ gDð~rÞ � gPð~rÞ:
Given a potential sequence ~r1 ¼ hc1; c2; . . . ; cki

ð1 � k � NÞ and its postfix sub-sequence~r2 ¼ hc2; c3; . . . ; cki,
F1ð~r1Þ can be iteratively calculated as

F1ð~r1Þ ¼ P ðc2Þ � F1ð~r2Þ þDc1;c2 � PEð~r2Þ: (7)

Proof. Based on the definition of the PTD sub-function F1,
we have

F1ð~r1Þ ¼ gDð~r1Þ � gPð~r1Þ
¼ Dc1;c2 � P ðc2Þ þ Dc1;c2 þDc2;c3

� � � P ðc2Þ � P ðc3Þ

þ � � � þ
Xk
i¼2

Dci�1;ci �
Yk�1

i¼2

P ðciÞ � P ðckÞ

¼ Dc2;c3 � P ðc2Þ � P ðc3Þ þ � � � þ
Xk
i¼3

Dci�1;ci �
Yk�1

i¼2

P ðciÞ � P ðckÞ

þDc1;c2 � P ðc2ÞþP ðc2Þ � P ðc3Þ þ � � � þ
Yk�1

i¼2

P ðciÞ � P ðckÞ
 !

¼ P ðc2Þ �
�
Dc2;c3 � P ðc3Þþ � � �þ

Xk
i¼3

Dci�1;ci �
Yk�1

i¼3

P ðciÞ � P ðckÞ
�

þDc1;c2 � P ðc2Þ þ P ðc2Þ � P ðc3Þþ� � � þ
Yk�1

i¼2

P ðciÞ � P ðckÞ
 !

¼ P ðc2Þ � F1ð~r2Þ þDc1;c2 � PEð~r2Þ:
tu

According to Formulas (6) and (7), we can get the back-
ward recursive formula for calculating the PTD sub-func-
tion F1 of the potential sequence as follows:

In the stage of offline analysis, we only have the set of
potential pick-up points C, but the locations of the cabs
are unknown. Therefore, we can construct short postfix
sequences and then incrementally add new pick-up
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points in front of them, and it will lead to longer poten-
tial sequences. Once we get the current location c0 of a
cab online, we can obtain the driving routes by inserting
the current location of the cab c0 to the head of the
potential sequences as the starting point.

The PTD sub-function of driving route ~d ¼ hc0;~ri can be
calculated using the values of F1ð~rÞ and PEð~rÞ via

F1ð~dÞ ¼ P ðc1Þ � F1ð~rÞ þDc0;c1 � PEð~rÞ: (8)

By combining Formula (3) with Formula (5), the PTD cost of
the driving route ~d can be calculated using the formula

F ð~dÞ ¼ P ðc1Þ � F1ð~rÞ þDc0;c1 � PEð~rÞ þDmax �
YL
i¼1

P ðciÞ

¼ P ðc1Þ � F1ð~rÞ þDc0;c1 � PEð~rÞ þDmax � ð1� PEð~rÞÞ:
(9)

For the driving route ~d ¼ hc0; c1; c2; . . . ; cLi with length
L, we can efficiently calculate the values of the PTD sub-
function F1 and the probability summation function PE
of its pick-up sequence ~r ¼ hc1; c2; . . . ; cLi in advance.
When the current location c0 of the cab is received
online, we can calculate the PTD value of ~d based on
Formula (9).

Based on the iterative property of the PTD function,
we give a recursive calculation formula of the PTD func-
tion as well as an incremental backward path growth
method, which avoid calculating the PTD value for each
possible driving route from scratch. As a result, the cal-
culation cost of the PTD values of the routes can be sig-
nificantly reduced.

3.2 Sequence Pruning

In [2], Ge et al. proposed a sequence pruning algorithm LCP
based on route dominance. The DP vector and the route
dominance defined in [2] are introduced below.

Definition 3 (DP Vector). Given a potential sequence
~r ¼ hc1; c2; . . . ; cLi with length L, its DP vector is defined as a
2L� 2 vector DP ð~rÞ ¼ hDc1;c2 ; P ðc2Þ; Dc2;c3 ; P ðc3Þ; . . . ;
DcL�1;cL ; P ðcLÞi. Note that DPkð1 � k � 2L� 2Þ denotes the
value of the kth component of the vectorDP .

Definition 4 (Route dominance). Given two potential sequen-
ces ~r1 and ~r2 with the same source and destination points as
well as length L, DP ð~r1Þ and DP ð~r2Þ are two associated DP
vectors. ~r1 dominates ~r2 iff 9kð1 � k � 2L� 2Þ; DPkð~r1Þ <
DPkð~r2Þ and 8kð1 � k � 2L� 2Þ; DPkð~r1Þ � DPkð~r2Þ.

As shown in Fig. 2, two potential sequences ~r1 ¼
hc1; c2; c5i and~r2 ¼ hc1; c4; c5i have the same source and des-

tination pick-up points. The associated DP vectors are

defined as DP ð~r1Þ ¼ hDc1;c2 ; P ðc2Þ; Dc2;c5 ; P ðc5Þi and DP ð~r2Þ
¼ hDc1;c4 ; P ðc4Þ; Dc4;c5 ; P ðc5Þi. Because ðDc1;c2 � Dc1;c4Þ ^
ðP ðc2Þ � P ðc4ÞÞ ^ ðDc2;c5 � Dc4;c5Þ ^ ðP ðc5Þ � P ðc5ÞÞ and

ðDc1;c2 < Dc1;c4Þ _ ðP ðc2Þ < P ðc4ÞÞ _ ðDc2;c5 < Dc4;c5Þ _
ðP ðc5Þ < P ðc5ÞÞ are both valid, we can infer that ~r1 domi-

nates ~r2. Thus, ~r2 will be pruned in advance by the algo-

rithm LCP.
In algorithm LCP, all possible potential sequences should

be generated. Since a route being dominated by another
route depends on the value of every dimension of the DP
vector, the pruning effect is not significant. If we can iden-
tify and remove some non-optimal potential sequences
incrementally in the stage of sequence generation, the prun-
ing effect can be improved. Along this line, we introduce
the sequence pruning principle adopted in our method.

Definition 5 (Sequence precedence). Given two potential
sequences ~a ¼ hca1 ; . . . ; caki and ~b ¼ hcb1 ; . . . ; cbki with equal
length k (1 � k � N), for a starting position c0, we will get
two driving routes ~d1 ¼ hc0; ca1 ; . . . ; caki and ~d2 ¼ hc0;
cb1 ; . . . ; cbki with equal length k derived from ~a and ~b respec-
tively. If F ð~d1Þ < F ð~d2Þ holds for any possible c0, then ~a pre-
cedes ~b, denoted as~a � ~b.

If ~a � ~b, the potential sequence ~b cannot form an opti-
mal driving route and it should be removed from the col-
lection of the candidate sequences in advance. For
example, as shown in Fig. 2, there is another potential
sequence ~r3 ¼ hc1; c3; c5i. Since for any possible starting
position c0 the PTD value of the driving route
~d1 ¼ hc0; c1; c2; c5i must be smaller than that of the driving
route ~d3 ¼ hc0; c1; c3; c5i, ~d3 is not an optimal driving
route. Therefore, we can prune the potential sequence ~r3
in the stage of offline processing.

Let ~r and ~r 0 be two potential sequences with the same
source point and the equal length. It is easy to see that if ~r
dominates ~r 0, then ~r �~r 0 is also valid. On the contrary, if
~r �~r 0, ~r does not necessarily dominate ~r 0. For example, as
shown in Fig. 2, even though ~r1 does not dominate ~r3,
~r1 �~r3 is still valid. It shows that sequence dominance is
only a special case of sequence precedence.

In order to efficiently evaluate the costs of the potential
sequences and prune some candidate sequences in the
incremental process of sequence generation, we provide the
iterative precedence as follows.

Definition 6 (Iterative precedence). Let~a ¼ hca1 ; . . . ; caki and
~b ¼ hcb1 ; . . . ; cbki be two potential sequences derived from the
set of pick-up points C. If ðF1ð~aÞ � F1ð~bÞÞ ^ ð1� PEð~aÞ <
1� PEð~bÞÞ or ðF1ð~aÞ < F1ð~bÞÞ ^ ð1� PEð~aÞ � 1� PE
ð~bÞÞ, then~a takes iterative precedence over~b, denoted by~a / ~b.

Note that since the PTD function F and the iterative cal-
culation of the PTD sub-function F1 are both relevant to the
source point of the sequence, we only compare the PTD
costs of the potential sequences with the same source point.
The following theorem shows that we can determine the
precedence relationship between pairs of potential sequen-
ces through iterative precedence.

Fig. 2. An example of the sequence dominance and precedence.
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Theorem 2. Let 1 � k � N � 1, ~a ¼ hcs; ca1 . . . ; caki and ~b ¼
hcs; cb1 . . . ; cbki be two potential sequences with the same

source point and the equal length kþ 1. ~a 0 ¼ hc1; c2; . . . ; cm;
cs; ca1 ; . . . ; caki and ~b 0 ¼ hc1; c2; . . . ; cm; cs; cb1 ; . . . ; cbki are

two potential sequences derived from ~a and ~b by adding the

same prefix sequence ~r ¼ hc1; c2; . . . ; cmi (0 � m � N�
k� 1, cm 2 C) respectively. If~a / ~b, then~a 0 � ~b 0.

Proof. Let c0 be an arbitrary starting point, da
!¼ hc0; c1;

c2; . . . ; cm; cs; ca1 ; . . . ; cak i and db
! ¼ hc0; c1; c2; . . . ; cm; cs;

cb1 ; . . . ; cbki be two driving routes associated with the
potential sequences ~a 0 and ~b 0 respectively. ~d ¼ hc0; c1;
c2; . . . ; cmi is a driving route with pick-up point sequence
~r ¼ hc1; c2; . . . ; cmi.

Let D0 ¼ Dc0;c1 þDc1;c2 þDc2;c3 þ � � � þDcm;cs and P0 ¼
P ðc1Þ � P ðc2Þ � P ðc3Þ . . .P ðcmÞ, then

F ðda!Þ ¼ F1ð~dÞ þD0 � P0 þ ðDmax �D0Þ � P0 � P ðcsÞ
� P ðca1Þ � P ðca2Þ � � � � � P ðcakÞ þ F1ð~aÞ � P0 � P ðcsÞ;

F ðdb!Þ ¼ F1ð~dÞ þD0 � P0 þ ðDmax �D0Þ � P0 � P ðcsÞ
� P ðcb1Þ � P ðcb2Þ � � � � � P ðcbkÞ þ F1ð~bÞ � P0 � P ðcsÞ:

As we know,

P ðcsÞ � P ðca1Þ � P ðca2Þ � � � � � P ðcakÞ ¼ 1� PEð~aÞ;

P ðcsÞ � P ðcb1Þ � P ðcb2Þ � � � � � P ðcbkÞ ¼ 1� PEð~bÞ:
Then

F ðda!Þ ¼ F1ð~dÞ þD0 � P0 þ P0 � ðF1ð~aÞ � P ðcsÞ
þ ðDmax �D0Þ � ð1� PEð~aÞÞÞ;

F ðdb!Þ ¼ F1ð~dÞ þD0 � P0 þ P0 � ðF1ð~bÞ � P ðcsÞ
þðDmax �D0Þ � ð1� PEð~bÞÞÞ:

So,

F ðda!Þ � F ðdb!Þ ¼ P0 � P ðcsÞ � ðF1ð~aÞ � F1ð~bÞÞ
þ P0 � ðDmax �D0Þ � ðPEð~bÞ � PEð~aÞÞÞ:

Actually, we do not know the desired maximum
cruising distance of a driver at the offline stage. In order
to obtain the potential sequences of all possible lengths,

we set Dmax to be a value large enough here which satis-
fies Dmax > D0 in all the cases. Thus, if ~a / ~b, i.e.,
ðF1ð~aÞ � F1ð~bÞÞ ^ ð1� PE ð~aÞ < 1� PEð~bÞÞ or ðF1ð~aÞ
< F1ð~bÞÞ ^ ð1� PEð~aÞ � 1� PEð~bÞÞ, then F ðda!Þ <
F ðdb!Þ. That is to say,~a 0 � ~b 0. tu
According to the feature of the sequence precedence, we

introduce the theory of batch and incremental sequence
pruning as follows.

Corollary 1 (Batch pruning). Given two potential sequences
~a ¼ hcs; ca1 ; . . . ; caki and ~b ¼ hcs; cb1 ; . . . ; cbki with equal
length kþ 1ð1 � k � N � 1Þ and the same source point cs, if
~a / ~b, then~a � ~b.

The above corollary shows that if ~a / ~b, the driving route
hc0;~bi derived from the potential sequence ~b is not an opti-
mal one. Thus, ~b should be pruned from the candidate
sequences with length kþ 1.

In the batch pruning, we can compare the PTD cost
among potential sequences with length Lð2 � L � NÞ
using the values of F1 and PE calculated in the iterative
process. However, the batch pruning cannot be applied
during the process of incremental sequence generation.
For example, as shown in Fig. 3, there are two potential
sequences ~r ¼ hc1; c2; c4i and ~r 0 ¼ hc1; c3; c5i. We can gener-
ate a longer potential sequence hc3; c1; c2; c4i taking ~r as its
postfix. However, we cannot add c3 before ~r 0, because the
pick-up point c3 has existed in ~r 0. Even though ~r /~r 0, we
cannot prune~r 0 in advance in the process of the incremen-
tal backward path growth. For example, if hc2; c1; c3; c5i �
hc3; c1; c2; c4i, we may miss the optimal route due to the
improper pruning of ~r 0 in advance. Therefore, if we can
add the same prefix for all the potential sequences with
the same source point and length, then it is suitable for
incrementally pruning potential sequences. Along this
line, we proposed a new corollary suitable for pruning
potential sequences incrementally.

Corollary 2 (Incremental pruning). Given two potential
sequences ~a and ~b with the same source point and the same set
of pick-up points. If F1ð~aÞ < F1ð~bÞ, then none of the driving
routes having the postfix sub-sequence ~b can be an optimal
driving route.

Let us study the example shown in Fig. 4. There are
three sequences with length 4: ~r1 ¼ hc4; c1; c2; c3i, ~r2 ¼ hc4;
c3; c2; c1i and ~r3 ¼ hc4; c2; c1; c3i. For any pick-up point
c 2 C n fc1; c2; c3; c4g, it can be added before the three
sequences to construct three new potential sequences
with length 5. If F1ð~r1Þ < F1ð~r2Þ < F1ð~r3Þ, then
~r1 /~r2 /~r3, i.e., ~r1 �~r2 �~r3. That is to say, ~r2 and ~r3 can
be pruned in advance. Because any possible driving

Fig. 3. An example of batch sequence pruning.

Fig. 4. An example of incremental sequence growing and pruning.
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routes with a postfix sequence of the pruned sequence are
not the optimal routes, they can be removed incremen-
tally. However, ~r1 remains as a candidate sequence with
length 4 and it is considered as the possible postfix of
other longer potential sequences.

3.3 The Analysis of Pruning Effect

In this section, we analyze the pruning ratio of our incre-
mental and batch pruning methods. Let the total number
of potential sequences be M and the number of the
remaining sequences after pruning be M 0, the pruning
ratio h ¼ ðM �M 0Þ=M.

Given a set of potential pick-up points C with jCj ¼ N ,

the number of the potential sequences with length L

ð3 � L � NÞ is M ¼ ðNLÞ � L!. In the process of incremental

pruning, we only consider a group of potential sequences
with the same source point and the same set of pick-up

points. Based on Corollary 2, the precedence relationships

of these sequences are only related to the F1 values of

them. Actually, in most cases we choose an optimal

sequence with the minimum F1 value from all these poten-

tial sequences. Since the number of the permutations of

L� 1 pick-up points except for the same source point is

ðL� 1Þ!, the number of the remaining sequences
M 0 ¼ ðNLÞ:L!=ðL� 1Þ! ¼ ðNLÞ:L: Then the pruning percentage

is h ¼ ðM �M 0Þ=M ¼ 1� ððNLÞ:LÞ=ððNLÞ:L!Þ ¼ 1� 1=ðL� 1Þ!
In summary, for all possible potential sequences with

length L ð3 � L � NÞ, the incremental pruning ratio h is
equal to 1� 1=ðL� 1Þ!.

Note that the incremental pruning method is only
applied to deal with the potential sequences with the length
L � 3. According to the above analysis, the incremental
pruning ratio sharply increases along with the increase of
the sequence lengths.

In order to remove more non-optimal sequences, we
need to use the batch pruning method on the remaining
sequences after the incremental pruning process. In batch
pruning, we compare the precedence relationship among
the remaining potential sequences with the same source
point c 2 C and the same length L. As we know, whether a
potential sequence is removed by the batch pruning method
is related to the values of F1 and PE. However, it is hard to
precisely calculate the pruning ratio of batch pruning.

3.4 The Distance Constraint ParameterDmax

In the sequence generation and pruning process above,
we set Dmax to be a value large enough for producing all
the candidate sequences in arbitrary lengths. However, in
real applications the driver may plan to pick up new pas-
sengers within a given distance. In this section, we show

that the parameter Dmax can be specified online to achieve
this purpose.

At the online stage, assume that the user specify a rea-

sonable desired maximal cruising distance Dmax, as shown

in Fig. 5. Let ~d1 ¼ hc0; c1; . . . ; ck�1i be a driving route with

length k� 1 and ~d2 ¼ hc0; c1; . . . ; ck�1; cki be its super-route

by adding another new pick-up point ck. According to

Formula (9), we get F ð~d1Þ ¼ F1ð~d1Þ þDmax �
Qk�1

i¼1 P ðciÞ and
F ð~d2Þ ¼ F1ð~d2Þ þDmax �

Qk
i¼1 P ðciÞ¼ F1ð~d1Þ þ

Pk
i¼1 Dci�1;ci �Qk�1

i¼2 P ðciÞ � P ðckÞ þDmax �
Qk

i¼1 P ðciÞ. Then

F ð~d2Þ � F ð~d1Þ ¼
Yk�1

i¼1

P ðciÞ � P ðckÞ �
�Xk

i¼1

Dci�1;ci �Dmax

�
:

(10)

Let DLð~d2Þ ¼
Pk

i¼1 Dci�1;ci be the cruising distance of
route ~d2. We can see that if DLð~d2Þ < Dmax, then
F ð~d2Þ < F ð~d1Þ. That is to say, the PTD value of a driving
route will monotonously decrease with its length when its
cruising distance is less than the value of Dmax. On the con-
trary, if DLð~d2Þ > Dmax, then F ð~d2Þ > F ð~d1Þ. It means that
the PTD value of a driving route will increase with its length
when its cruising distance is larger than the value of Dmax.
Based on the above analysis, we can infer that a driving
route ~d ¼ fc0; c1; . . . ; ckg cannot be an optimal driving route
if DLð~dÞ > Dmax. Actually, we can consider Dmax as a dis-
tance constraint parameter which can be specified by the
user. Therefore, when searching the optimal driving route
online, we only consider the driving routes with cruising
distance no more thanDmax.

3.5 Recommendation with Destination Constraint

In real life, a taxi driver may have a targeted destination in
mind when cruising. To meet this business requirement, in
this section, we discuss how to deal with the MSR problem
with the destination constraint. We only consider the case
that the destination is one pick-up point in C. The process
of generating candidate sequences is a little difference
from the process described above. Actually, for each
ci 2 C, we can produce a set of potential sequences with
destination point ci respectively by using the method pro-
posed above. However, the cost comparison and pruning
are performed among the potential sequences with the
same source point and the same destination point. When
the destination cd is specified by a driver online, we only
need to search for the optimal route from the set of remain-
ing candidate sequences with the destination cd.

4 THE ALGORITHM

Based on the analysis above, we first present the offline
algorithm generating the potential candidate sequences and
the online route query algorithm. Afterwards, we analyze
the time and space complexity of our algorithms.

4.1 The Offline Processing Algorithms

The detail of our dynamic programming based algorithm,
called BP-Growth, is given in Algorithm 1. It generates the
potential candidate sequences in the offline stage when the

Fig. 5. An example of a driving route and the desired maximal cruising
distanceDmax.
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position of a cab is not involved. In order to construct all
possible potential candidate sequences incrementally and
efficiently, a backward path growth procedure and an incre-
mental sequence pruning process are employed which con-
tain the iterative calculation of the F1 and PE values of the
potential sequences.

We will obtain a set of candidate sequences with
length ranging from 1 to N in Algorithm 1. For the gener-
ated potential candidate sequences, we adopt the batch
pruning algorithm to further reduce the number of candi-
date sequences. As we know, after the candidate sequen-
ces are produced offline, the F1 and PE values of these

sequences have also been calculated iteratively. There-
fore, we can directly compare the F1 and PE values of
the potential candidate sequences to prune the non-opti-
mal ones during the batch pruning process described in
Algorithm 2.

4.2 The Online Search Algorithm

Our method is able to provide real-time driving route rec-
ommendation services for the empty cabs at various posi-
tions. When a cab at the position c0 requests the
recommendation service, an online search algorithm,
called RouteOnline, is adopted to find an optimal driving
route from the remaining potential sequences generated
in the offline stage. Algorithm 3 shows the online search
procedure of optimal routes in detail.

In Algorithm 3, for each Lð1 � L � NÞ, we first gener-

ate the potential driving routes DL
�!

of length L by con-
necting c0 with each potential sequence candidate in

the set RL
�!

. Then for each driving route with cruising
distance no more than Dmax, we calculate their PTD val-
ues using Formula (9). Finally, the routes with the mini-
mal PTD value are selected and returned to the users.

4.3 Time and Space Complexity Analysis

In this section, we analyze the time and space complexities
of the proposed algorithms.

4.3.1 Computational Complexity Analysis

We first analyze the computational complexity of our off-
line algorithm BP-Growth. The key step in algorithm
BP-Growth is the incremental process of the sequence
growing and pruning. As we know, in order to generate
the potential sequences with length L, we add each pick-up
point c before the candidate sequences with length L� 1
that do not contain c. When the length of the potential
sequence L ¼ 1, all pick-up points will be enumerated, so
the computational complexity is N . When L ¼ 2, as we
know, the number of candidate sequences with length 1 is
N . Since each pick-up point only appears once in a potential
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sequence, we still have N � 1 possible pick-up points for
each sequence candidate. Therefore, the loop execution time
of the key step for L ¼ 2 is NðN � 1Þ. When we generate the
potential sequences with length L > 2, the number of the
remaining candidate sequences with length L� 1 after
the incremental pruning process is ð N

L�1Þ� ðL� 1Þ!ðL� 2Þ!.
Nevertheless, we still have N � Lþ 1 pick-up points to be
added at the beginning of these candidate sequences, and
the computational time is ðð N

L�1Þ � ðL� 1Þ!=ðL� 2Þ!Þ� ðN �
Lþ 1Þ ¼ ðNLÞ � L � ðL� 1Þ. It can be seen that the time com-
plexity of the process with length L ¼ 1 is OðNÞ. It increases
gradually and reaches the peak when L ¼ ½N=2	. After that,
the computational complexity decreases. It drops to OðN2Þ
when L ¼ N .

We then present the computational complexity analysis
of our algorithm BP-Growth for generating all possible
sequences of length varying from 1 toN .

Given a set of pick-up points C with jCj ¼ N , as we
know, the total execution time for generating all the poten-
tial sequences with length L � N are

fðNÞ ¼ N þN � ðN � 1Þ þ
XN
L¼3

ðL� 1Þ � L N
L

� �
:

fðNÞ can be transformed to

fðNÞ ¼ N þ 2
N

2

� �
þ 2 � 3 N

3

� �
þ � � �

þ ðN � 2Þ � ðN � 1Þ N

N � 1

� �
þ ðN � 1Þ �N N

N

� �
:

Since L � ðNLÞ ¼ ðN � Lþ 1Þð N
L� 1

Þ, then fðNÞ can also

be calculated from the following equation:

fðNÞ ¼ N þ ðN � 1Þ N

1

� �
þ 2ðN � 2Þ N

2

� �
þ 3ðN � 3Þ N

3

� �
þ � � � þ ðN � 1Þ N

N � 1

� �
:

If we add above two equations, we will obtain the following

deduction:

2fðNÞ ¼ 2N þ ðN � 1Þ N

1

� �
þ 2ðN � 1Þ N

2

� �
þ 3ðN � 1Þ N

3

� �
þ � � � þNðN � 1Þ Nð Þ

¼ 2N þ ðN � 1Þ
�

N

1

� �
þ 2

N

2

� �
þ 3

N

3

� �
þ � � � þN

N

N

� ��
¼ 2N þNðN � 1Þ � 2N�1:

Then fðNÞ ¼ N þNðN � 1Þ � 2N�2. Thus, OðfðNÞÞ ¼
OðN2 � 2NÞ.

In summary, the computational complexity of incremen-
tal generation of the potential sequences with all possible
lengths Lð1 � L � NÞ via BP-Growth is OðN2 � 2NÞ. As for
the time complexity of our online search algorithm, it
directly depends on the number of the remaining candidate

sequences and is equal to the space complexity which will
be given a detailed analysis in the following.

4.3.2 Space Complexity Analysis

If we use the internal memory of a single PC to store and
process the data, the generated candidate sequences are
stored in RAM. Thus, the space complexity of our algorithm
is directly determined by the number of the remaining can-
didate sequences.

For algorithm IP, as we know, the remaining sequences
with length L is ðNLÞ � L. However, it is hard to precisely
evaluate the number of the remaining candidate sequences
with length L generated after using batch pruning. Since
the batch pruning is performed after the process of incre-
mental pruning, the upper bound is ðNLÞ � L when none of
candidate sequences precedes the others. The lower bound
is N when only a candidate sequence is chosen from the
candidate sequences with the same source point and the
same length. In short, the range of the number of the
remaining candidate sequences with length L pruned by
algorithm BatchPruning is from N to ðNLÞ � L.

As for the remaining candidate sequences without length
constraint, it is the sum of all the remaining candidate
sequences. Therefore, the set of the candidate sequences R

!
produced by algorithm BP-Growth with incremental prun-
ing equals

PN
L¼1 ðNLÞ � L. Therefore, the overall space com-

plexity of IP is OðN � 2NÞ. And the space complexity of IBP
is from OðN2Þ to OðN � 2NÞ.

5 EXPERIMENTAL EVALUATIONS

In this section, we evaluate the performance of our
method by comparing its pruning effects, memory con-
sumption and online search time with other state-of-the-
art methods. All acronyms of evaluated algorithms are
given in Table 2. LCP and SkyRoute are two route domi-
nance based pruning algorithms proposed in [2]. In par-
ticular, SkyRoute is an online pruning algorithm, where
two skyline computing methods BNL and D&C can be
applied to prune potential sequences [5]. Its correspond-
ing online search methods are denoted as SR(BNL)S and
SR(D&C)S, respectively. All the algorithms in Table 2
were implemented in Visual C++ 6.0. The experiments
were conducted on a PC with a Intel Pentium Dual
E2180 processor and 4 GB RAM.

TABLE 2
Some Acronyms Used in Experimental Analysis
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5.1 Data Sets

The adopted experimental data sets are divided into two
categories: real-world data and synthetic data.

Real-world data. In the experiments, we adopt real-world
cab mobility traces used in [2], which are provided by
Exploratorium—the museum of science, art and human per-
ception. It contains GPS location traces of 514 taxis collected
around 30 days in San Francisco Bay Area. 21,980 and
38,280 historical pick-up locations of all the taxi drivers are
extracted on two time periods: 2PM-3PM and 6PM-7PM.
We obtain 10 and 25 clusters respectively in these two data
sets by using a clustering tool Cluto [29]. Each cluster has a
spatial coverage. Let T denote the number of cabs which
have no passenger before passing cluster ci. For these T
empty cabs, the number of pick-up events U is counted in
this cluster. Then the successful probability of ci can be esti-
mated as P ðciÞ ¼ U

T [2].
Synthetic data. We also generate four synthetic data sets.

Specifically, potential pick-up points and their pick-up
probabilities are randomly generated within a special area
by a standard uniform distribution. In total, four synthetic
data sets with 10, 15, 20 and 25 pick-up points are produced
respectively. The euclidean distance instead of the driving
distance is adopted to measure the distances between pairs
of pick-up points.

For both real and synthetic data, we randomly generate
the positions of the target cabs for recommendation.

5.2 The Overall Comparison of Pruning Effects

As we know, algorithms BFS and LCP need to enumerate
all possible sequences of a certain length L. When the
number of pick-up points N or the length of suggested
route L is a little larger (e.g., N ¼ 20 and L ¼ 6), both BFS
and LCPS cannot finish the enumeration process within a
reasonable period of time. Therefore, when we analyze
the variations of pruning ratio with the length of sug-
gested driving routes on the same set of pick-up points,
we make the number of pick-up points small (e.g.,
jCj ¼ 10) in order to show the overall comparison of all
concerned algorithms. When we analyze the pruning ratio
with the number of pick-up points on the fixed length of
driving routes, we also make the length of the routes
small (e.g., L ¼ 3 and L ¼ 5). For the algorithms proposed
in this paper, since the sequences are pruned incremen-
tally, both the time and space complexity are better than
that of BFS and LCP. Thus, we can use the synthetic data
set with jCj ¼ 25 to analyze the pruning effect of the pro-
posed incremental algorithm BP-Growth in detail.

5.2.1 The Pruning Ratio Varying with the Length

of Potential Sequence

Fig. 6 shows the variations of pruning ratio of several algo-
rithms with the length of potential sequence on both real-
world and synthetic data with jCj ¼ 10. Algorithms LCP,
SkyRoute, IP and IBP are all able to prune some non-opti-
mal sequences derived from C. When the length L ¼ 2 or
L ¼ 3, the proposed algorithms IBP and IP perform worse
than the algorithms SkyRoute and LCP respectively. How-
ever, as the length of the potential sequence L increases, the
pruning ratios of our algorithms IP and IBP both signifi-
cantly increase. It can be observed that IBP outperforms
SkyRoute and IP outperforms LCP on both real and syn-
thetic data when L � 5. Furthermore, the pruning ratio of
our algorithms gradually increases and close to 1 when the
length of suggested driving route L � 6. In contrast, the
change of the pruning ratios of LCP shows a trend of parab-
ola. When L > 5, the pruning ratios of LCP and SkyRoute
both gradually drop. When the length is equal to the num-
ber of pick-up points (i.e., L ¼ jCj), the pruning ratios of
them decrease to 0.

To verify that our method can process the potential
sequences derived from a larger number of pick-up points,
we test the pruning ratios of IP and IBP on the synthetic
data set with jCj ¼ 25. We find that the trends of the prun-
ing ratios of our algorithms on different data sets are consis-
tent. Since LCP and SkyRoute are only able to deal with the
driving routes with L � 5 on the data set with jCj ¼ 25, we
cannot obtain the complete result of them on this data set.

Let us analyze the reason why the pruning ratios of algo-
rithms IP and IBP are relatively high. First, for the incremen-
tal pruning algorithm IP, its pruning ratio is equal to
1� 1=ðL� 1Þ! which dramatically increases along with the
increase of the length of potential sequences. When L ¼ 6,
the pruning percentage has reached 99.2 percent.

The algorithm IBP employs an additional batch pruning
process to remove some non-optimal potential sequences.
As shown in Figs. 7 and 8, the number of remaining sequen-
ces of IBP can be several orders of magnitude smaller than
that of IP, especially when jCj is large, which demonstrates
the effectiveness of batch pruning. The overall trend of the
number of the remaining candidate sequences exhibits a
Gaussian distribution. It first increases with the increase of
the length L, and then decreases when L � jCj=2:

In term of LCP, whether a route is dominated by another
route depends on the value of each dimension of the vector
DP. When the value of L is small, the pruning ratio has

Fig. 6. The pruning ratio of different algorithms w.r.t. the length of poten-
tial sequences on the data sets with jCj ¼ 10.

Fig. 7. The number of remaining candidate sequences after using the
pruning algorithms IP and IBP respectively on the synthetic data set with
jCj ¼ 10.
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some growth with the increase of the length. However,
when the sequence length becomes larger, the number of
the dimensions of vector DP increases and the probability
of domination in each dimension between DP vectors
becomes smaller, which leads to the gradual decline of the
pruning ratio. When L ¼ jCj, since all pick-up points are
involved, it is impossible that the probability of each pick-
up point in a sequence is larger than that of the other. Thus,
the pruning ratio is 0 in this case. As for SkyRoute, since the
principle of it is similar to that of LCP, the overall trends of
them are almost the same.

5.2.2 The Pruning Ratio Varying with the Number of

Pick-Up Points

Fig. 9 shows the variations of pruning ratio with respect to
the number of pick-up points on synthetic data with
jCj ¼ 25 when L ¼ 3 and L ¼ 5 respectively. It can be
observed that the pruning ratios of LCP and IBP increase
with the increase of the number of pick-up points, and the
pruning ratio of IP is constant. When L ¼ 3, the pruning
ratio of IP is equal to 0.5 and the pruning ratio of IBP
gradually increases with the number of pick-up points. In
fact, our algorithms do not perform better than algorithms
LCP and SkyRoute in this case. However, when L ¼ 5, the
pruning ratio of IP is more than 0.95 and the pruning ratio
of IBP is close to 1 which are much higher than those of
LCP and SkyRoute respectively.

5.3 The Comparison of the Memory Consumption

Fig. 10 shows the variations of consumed internal memory
storage with the length of potential sequence on synthetic
data sets with jCj ¼ 10 and jCj ¼ 20 respectively. For

algorithms BFS, LCP and SkyRoute, it is necessary to enu-
merate all possible sequences of a certain length, so the
internal memory consumption is huge. As the length of
potential sequence L increases, the memory consumption of
LCP, SR(BNL), and SR(D&C) dramatically increase. As
shown in Fig. 10a, they can only deal with the potential
sequences with length L � 5 on the data set with jCj ¼ 10.
The space cost of SR(D&C) increases at the fastest pace due
to its recursive calculation process.

It can be observed that the space performances of our
algorithm IP are better than those of BFS and LCP, because it
uses an incremental method to generate the potential
sequences. When the length L � 4, the memory cost of IP is a
little bit higher than those of the other three algorithms due
to the storage of some iterative calculation values, such as F1
and PE. Our algorithm IP presents an overall trend of parab-
ola, which reaches the peak of 700K and 600M RAM on these
two data sets respectively. Nevertheless, when the number
of pick-up points is larger (e.g., jCj ¼ 25), the generation pro-
cess of IP cannot be performed in the internal memory of a
PC with 4 G RAM. In this case, we have to utilize external
memory to store the generated potential sequences. For algo-
rithm IBP, since the number of the remaining candidate
sequences generated by IBP is far less than that generated by
IP, its space consumption has been reduced further.

5.4 The Comparison of Online Search Time

In this section, we compare the efficiency of various online
route search algorithms. Note that all the search time is the
average of 10 running tests.

Tables 3 and 4 show the online search time consumed
by algorithms BFS, LCPS, SR(D&C)S, SR(BNL)S, IPS and

Fig. 8. The number of remaining candidate sequences after using the
pruning algorithms IP and IBP respectively on the synthetic data set with
jCj ¼ 25.

Fig. 9. The pruning ratios varying with the number of pick-up points on
the synthetic data with jCj ¼ 25.

Fig. 10. The internal memory consumption varying with the length of
suggested driving routes on the synthetic data sets with jCj ¼ 10 and
jCj ¼ 20.
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IBPS on real-world and synthetic data sets with various
numbers of pick-up points and lengths of suggested driv-
ing routes. In particular, the numbers inside the round
brackets represent the speedups compared to BFS. It can
be observed that the search time consumed by our algo-
rithm IBPS is the least and the speedup values are the
highest. Even when C ¼ 25, the search time for all possi-
ble driving routes with 1 � L � N is still less than 1.3ms.
The online route search of IPS is slightly slower than that
of IBPS. However, both of them always have a better per-
formance over the other four algorithms. For IPS and
LCPS, as we know, when L is small (e.g., L ¼ 3), the
pruning ratio of IP is slightly lower than that of LCP.
However, our algorithm IP outperforms LCP benefited from

the recursive computation of the PTD cost. The search time
of the two skyline methods SR(D&C)S and SR(BNL)S is
much longer. The major reason is that skyline query is proc-
essed online which needs a rather long time. Therefore, such
methods are not suitable for recommending driving routes
for a single cab. Actually, it performs better in providing
multiple optimal driving routes for different cabs at the
same place and time.

Fig. 11 shows the curves of the search time by varying the
length of suggested routes on the synthetic data set with
jCj ¼ 10. A comparison of the search time of all the five
algorithms above on the driving routes with various length
L is given in Fig. 11a. Obviously, the search time of SR
(D&C)S and SR(BNL)S dramatically increases along with
the increase of the length of the suggested route. Since the
number of remaining candidate sequences is very small, the
search time consumed by our algorithms IBPS and IPS is
always shorter than those of other four algorithms, and it
becomes more and more obvious as the length of suggested
driving routes increases.

In order to have a clearer illustration of the trend of
search time, the curves of our algorithms IPS and IBPS on
the synthetic data set with jCj ¼ 10 are shown in Fig. 11b.
We can see that the search time of IPS on the driving
routes of a certain length L also shows a parabola trend,
which is the same as the trend of the remaining candidate
sequences. After the batch pruning, the number of
remaining sequences becomes so small and the search
time of IBPS is almost constant.

In addition, we also conduct several significance tests
throughout t-test. Table 5 shows the average search time for
LCPS, IPS and IBPS. It also shows the p values of paired
t-test for IPS and IBPS compared to LCPS. It can be observed
that the search time consumed by our methods is always
significantly shorter than that of LCPS.

TABLE 3
A Comparison of Search Time (Millisecond)

on the Real-World Data Set (2-3PM)

The speedup values compared to BFS are given in the round brackets.

TABLE 4
A Comparison of Search Time (Millisecond)

on the Synthetic Data Set

The speedup values compared to BFS are given in the round brackets.

Fig. 11. The search time varying with the length of suggested driving
routes on the synthetic data set with jCj ¼ 10: (a) an overall comparison
of various algorithms; (b) the comparison between IPS and IBPS.

TABLE 5
The Paired t-Test between Our Methods and LCPS
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It can be observed that our online search algorithm has
much shorter search time compared to other
existing methods. In particular, the online search time of
our method IBP is far less than its theoretical upper bound.

5.5 The Discovered Optimal Routes on Real
Data Set

In Fig. 12, there are 10 pick-up points ci (1 � i � 10) with
their successful probabilities revealed on the real-world
data set of 6PM-7PM. A randomly generated current posi-
tion c0 is also labeled on it. When we set Dmax ¼ 6; 8; 10 km,
the optimal driving routes detected by the PTD function are
c0 ! c9 ! c4 ! c5, c0 ! c9 ! c4 ! c5 ! c7 and c0 ! c9 !
c4 ! c5 ! c7 ! c8 respectively, which are shown in
Fig. 12a. If we set c1 as the destination andDmax ¼ 45km, the
optimal driving route is c0 ! c10 ! c4 ! c5 ! c7 !
c8 ! c2 ! c1, as shown in Fig. 12b. It is observed that the
optimal drive routes detected by our method are meaning-
ful and are not always the same under different distance
and destination constraints. Therefore, the proposed
method can meet different service requests.

6 DISCUSSION

As we know, the PTD function is a measure for evaluating
the cost of a driving route. To meet different business
requirements, we can also adopt other evaluation functions
in our method to suggest different types of optimal routes to
the drivers. Two examples are given as follows.

The potential travel time (PTT) [30]. Since the driving
time between two pick-up points usually depends on the
traffic flow on the road, the distance does not always
represent the cost of a travel route properly. Thus, it is
also valuable to recommend a route with the least driv-
ing time. Let us present the definition of PTT. Assume
that Tci�1;ci is the driving time from ci�1 to ci during a
certain period of time. In Formula (1), if we replace the
distance Dci�1;ci with travel time Tci�1;ci and Dmax with
Tmax, we can get a function of potential travel time

FT ð~dÞ ¼ Tc0;c1 � P ðc1Þ þ ðTc0;c1 þ Tc1;c2Þ � P ðc1Þ � P ðc2Þ þ � � �

þ Tmax �
YL
i¼1

P ðciÞ;

(11)

where Tmax denotes the desired maximum cruising time for
a driver to pick up new passengers.

The potential travel and waiting time (PTW). In real life, the

taxi drivers usually get passengers through two ways: cruis-

ing on a road and waiting at a place [3], [4]. Assume that a

cab travels along a driving route ~d ¼ hc0; c1; c2; . . . ; cLi
ð1 � L � NÞ, but it has not got a passenger when arriving

the last pick-up point cL and then waits at cL. Let the wait-

ing time be a fixed value TW and the probability that it suc-

cessfully gets a passenger at cL during the waiting time TW

be PW ðcLÞ, the cruising time vector of ~d is T ð~dÞ ¼ hTc0;c1 ;

ðTc0;c1 þ Tc1;c2Þ; . . . ;
PL

i¼1 Tci�1;cii and its probability vector is

P ð~dÞ ¼ hP ðc1Þ; P ðc1Þ � P ðc2Þ; . . . ;
QL�1

i¼1 P ðciÞ� P ðcLÞi. Then

the time cost of successfully picking up a passenger by

cruising is FCð~dÞ ¼ T ð~dÞ � P ð~dÞ. The time cost of picking up

a passenger by waiting at the last point cL is

FW ð~dÞ ¼ ðPL
i¼1 Tci�1;ci þ TW Þ �QL

i¼1 P ðciÞ � PW ðcLÞ. The time

cost when a driver does not get passengers after leaving the

last point cL can be set to Fmax ¼ Tmax �
QL

i¼1 P ðciÞ � PW ðcLÞ.
Then, the PTW of route ~d can be given as

FCW ð~dÞ ¼ FCð~dÞ þ FW ð~dÞ þ Fmax: (12)

Actually, the driving time between two pick-up points
may vary with the time within a day. We can partition a
day into several periods (e.g., 1 hour a period). For every
period, assume that the driving time is stable. Then the
above two measurements can be applied to evaluate the
costs of potential sequences in a fixed period.

7 CONCLUSION

This paper presents a dynamic programming based
method to solve the problem of mobile sequential recom-
mendation. The proposed method utilizes the iterative
nature of the cost function and multiple pruning policies
which greatly improve the pruning effect. The overall
time complexity for handling mobile sequential recom-
mendation problem without length constraint has been
reduced from OðN!Þ to OðN2 � 2NÞ. Experimental results
show that the pruning effect and the online search time
are better than those of other existing methods. In the
future, it will be interesting to use parallel techniques
for sequence generation and recommendation.
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