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ABSTRACT

Reusing APIs of existing libraries is a common practice during software development, but searching suitable APIs and their usages can be time-consuming [6]. In this paper, we study a new and more practical approach to help users find usages of APIs given only simple text phrases, when users have limited knowledge about an API library. We model API invocations as an API graph and aim to find an optimum connected subgraph that meets users’ search needs.

The problem is challenging since the search space in an API graph is very huge. We start with a greedy subgraph search algorithm which returns a connected subgraph containing nodes with high textual similarity to the query phrases. Two refinement techniques are proposed to improve the quality of the returned subgraph. Furthermore, as the greedy subgraph search algorithm relies on online query of shortest path between two graph nodes, we propose a space-efficient compressed shortest path indexing scheme that can efficiently recover the exact shortest path. We conduct extensive experiments to show that the proposed subgraph search approach for API recommendation is very effective in that it boosts the average F1-measure of the state-of-the-art approach, Portfolio [15], on two groups of real-life queries by 64% and 36% respectively.

Categories and Subject Descriptors
D.2.9 [Software Engineering]: Management – Productivity; D.2.13 [Software Engineering]: Reusable Software – Reusable libraries
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1. INTRODUCTION

Application Programming Interfaces (APIs) from third-party libraries provide many of the needed functions for programmers. Re-implementing these functions from scratch is obviously very costly in both time and money. Besides, these APIs are usually reliable and bug-free since they are well tested with many test cases before releasing to the public. Therefore, reusing APIs of existing libraries is a common practice during software development. If a programmer locates suitable APIs and discovers rules in using them, he/she can accomplish a task efficiently. However, this is not an easy task especially when the API library is large and complex [20]. For example, the object-oriented library - Java™ Platform Standard Edition v1.6 (JSE 1.6) provides more than 3,100 classes and 28,900 methods. From the study of query logs of a search engine in [6], developers spend much time and effort in searching related APIs. It is because the learning curve of re-using APIs can be steep due to several barriers. Two of them are selection barrier and coordination barrier [10]. First, a programmer attempts to overcome selection barrier by finding suitable APIs that are appropriate for a particular task. Afterwards, the programmer attempts to overcome coordination barrier to find the usages of the selected APIs by referring to sample code or method invocations in the documentation.

There are many API (and Code) recommendation methods to facilitate re-using APIs (Code). Some approaches (Group 1) such as [16, 6, 18, 1] aim at solving selection barrier only, but they enable users to use high level natural language as the query. Other approaches (Group 2) such as [25, 14] aim at solving coordination barrier by providing method invocation context, but they start with exact signature of method(s). A user may want to pass through both barriers at the same time, and a simple way is to glue existing approaches. But this is time-consuming as a user has to decide suitable functions to be the inputs of a Group 2 approach, after issuing a series of queries in natural language to a Group 1 approach. In this paper, we consider a new attempt for helping a user to pass through both barriers with minimum human interventions. The proposed approach allows a user to use a set of short text phrases as the query, and returns a connected subgraph where its nodes represent classes or methods exhibiting high textual similarity with the query phrases, and its edges indicate the invocation relationship between the nodes. We first model classes and methods in an API library as well as their invocation relationships as an API graph. Given a query, after locating the initial API candidates (methods or classes) based on textual similarity, we try to find an optimum subgraph with the highest score from the API graph among all possible connected subgraphs. A possible connected subgraph is a graph where each phrase in the query can be similar to...
at least one of its nodes (methods or classes). A subgraph scores higher if the accumulated textual similarity is higher while the total number of nodes is smaller.

Let us first illustrate the benefits and challenges of the new problem setting with a sample query $Q$ consisting of 3 short phrases $q_0 = \text{‘database connection’}$, $q_1 = \text{‘create sql statement’}$ and $q_2 = \text{‘get result’}$. These 3 phrases in $Q$ concisely describe that the goal of the task is \textit{‘connect to database, issue a SQL and get the result’}. Figure 1 shows the query $Q$ together with a small API graph $G$ constructed from a snapshot of 4 classes and 8 methods in java.sql package of JSE 1.6. The dashed edges link each phrase in $Q$ to corresponding candidate classes/methods nodes, if their textual similarity is above a certain threshold. The optimum subgraph for $Q$ only consists of nodes 0, 3, 4 and 6, illustrating a typical API usage w.r.t. the query $Q$, i.e., a $Connection$ object invokes its member function $createStatement()$, which then returns a $Statement$ object. The $Statement$ object then invokes its member function $getResultSet()$.

The new problem setting has two benefits. First, forming a high-level query consisting of phrases in natural language is flexible because it allows a user to issue the query without getting familiar with the names of methods/classes. Second, a connected subgraph indicates clear relationships among methods/classes of interest. On the other hand, it has two challenges which are mainly related to finding connected subgraphs. First, an API library is usually large and complex. As a result, the constructed API graph usually forms a huge search space. Exhaustively enumerating all the possible connected subgraphs is not feasible due to exponential runtime when the number of phrases in $Q$ increases, especially given a low textual similarity threshold. Second, existing greedy subgraph search algorithms [11, 9] rely on online query of shortest path between two graph nodes. It is necessary to precompute and store all pairwise shortest paths between graph nodes in memory to support efficient subgraph search with a small distance. However, it takes at least $O(n^2)$ space to index all pairwise shortest paths for a graph with $n$ nodes. When an API graph contains a large number of nodes, this is prohibitively expensive.

At a first glance, we can reuse an existing code recommendation approach Portfolio [15] to solve the new problem (details of the approach are in Section 5). However, it does not guarantee a connected subgraph since it only outputs top-k most similar nodes to the query. For example, for the query in Figure 1, if $k = 4$, nodes 1, 3, 4, 6 and 11 will be returned. But these isolated nodes do not reveal the invocation relationships among methods and classes, thus they are less useful. In contrast, in our problem formulation, we bear the consideration of subgraph connectivity in mind and aim to find a connected subgraph such that it has high textual similarity to the query phrases, contains very few irrelevant nodes and shows clear invocation relationships among methods and classes. Our contributions include:

1. We start from a greedy subgraph search algorithm which was originally designed for the team formation problem in an expertise network [11]. We identify two limitations in this basic solution and propose refinement techniques to improve the quality of the subgraph for API recommendation. The improved solution has the same time complexity of $O(n^2)$ as that of the original approach, where $n$ is the number of nodes in the API graph.

2. To enable efficient online query of shortest paths between graph nodes, we propose a space-efficient domain-specific indexing scheme that only indexes pairwise shortest paths between classes. The indexing scheme can recover the exact shortest path efficiently with two supplementary indexing structures. It is applicable to any object-oriented libraries.

3. We conducted extensive experiments using two groups of real-life queries to compare the proposed approach with Portfolio. The results show that the average $F_1$-measure of the proposed approach is 64% (Group I) and 36% (Group II) higher than that of Portfolio.

The rest of the paper is organized as follows. Section 2 defines preliminary concepts and the problem statement. Section 3 describes the basic greedy subgraph search algorithm for finding a connected subgraph and our proposed refinement techniques. Section 4 introduces the space-efficient shortest path indexing scheme. We present our experimental results in Section 5, and discuss related work in Section 6. Finally, Section 7 concludes our study.

2. PROBLEM STATEMENT

There are two kinds of components in an object-oriented API library, namely (1) classes/interfaces, denoted as $C$; and (2) methods and constructors, denoted as $M$. The sizes of $C$ and $M$ are $|C|$ and $|M|$ respectively. Besides, there are four kinds of relationships between classes and methods: (1) inheritance of a child class from its parent, denoted as $Inh$; (2) a class to its member methods, denoted as $Mem$; (3) an input parameter to a method (if any), denoted as $Imp$; and (4) a method to its output parameter (if any), denoted as $Out$. We use $Rel = \{Inh, Mem, Imp, Out\}$ to denote these four kinds of relationships among $C$ and $M$. An API graph defined below can be constructed from an object-oriented API library.

DEFINITION 1. (API Graph): An API graph $G = (V_G, E_G)$ is an unweighted and undirected graph. The node set $V_G = C \cup M$ corresponds to all classes and methods and its size is $|V_G| = |C| + |M|$. Each node $v \in V_G$ is associated with a bag of words $BOW_v$. There is an edge $e(u, v) \in E_G$ for $u, v \in V_G$ iff $\exists Rel(u, v) \in Rel$.

Example 1. Figure 1 shows a sample API graph, where the 4 nodes in oval shape are classes in java.sql packages and the other 8 nodes in box shape are member methods of the 4 class nodes. Edges $e(0, 1)$ and $e(1, 4)$ represent the relationships $Mem$ (i.e., method $createStatement()$) is a member of class $Connection$ and $Out$ (i.e., the output of method $createStatement()$ is class $Statement$) respectively.

DEFINITION 2. (Query): A query $Q$ consists of a set of required phrases $\{q_i \in Q | 1 \leq i \leq |Q|\}$, where $|Q|$ is the size of the query $Q$. Each phrase $q \in Q$ is associated with a bag of words $BOW_q$.

For each phrase $q \in Q$, we need to pick at least one node from the API graph $G$ with high textual similarity to $q$ in the resultant subgraph. We use Dice’s coefficient in Eq. 1 to
measure the textual similarity between a phrase \( q \in Q \) and a node \( v \in V_G \) based on their BOWs\(^2\). In addition, we set a textual similarity threshold \( \alpha \in (0, 1] \). Given a query phrase \( q \), for any \( v \in V_G \), if \( \text{Sim}(q, v) \geq \alpha \), \( v \) is a candidate match node for \( q \).

\[
\text{Sim}(q, v) = \frac{2|\text{BOW}_v \cap \text{BOW}_q|}{|\text{BOW}_v| + |\text{BOW}_q|} \quad (1)
\]

Next, how to measure the goodness of a subgraph w.r.t. a query \( Q \) for API recommendation? Intuitively, if the accumulated textual similarity between nodes in a subgraph \( G' \) and phrases in the query is higher, \( G' \) is a better choice. For convenience, we refer to the node set in \( G' \) with highest similarity to each of the query phrases as necessary nodes \( V_o \), and other nodes \( V_G \setminus V_o \) as dummy nodes. A better subgraph shall contain less dummy nodes that are not textually similar to any phrases in the query. Therefore, we use Gain in Definition 3 to measure the goodness of a subgraph.

**Definition 3. (Gain):** For a subgraph \( G' \subseteq G \), the Gain of \( G' \), \( \text{Gain}(G', Q, \rho) \) w.r.t. a query \( Q \) is measured by Eq. 2.

\[
\text{Gain}(G', Q, \rho) = \sum_{q \in Q} \frac{\text{Sim}(q, v)}{|Q| + \rho|V_G \setminus V_o|} \quad (2)
\]

where \( v^* = \arg \max_{v \in V_o} \text{Sim}(q, v) \) is the best matching node of phrase \( q \), \( V_o = \{v \ | \ 1 \leq i \leq |Q| \} \) is the set of best matching (necessary) nodes to each of the query phrases, and \( \rho \in (0, 1] \) is the dummy node penalty.

**Example 2.** Consider Figure 1. BOWs of node 1 are [create, statement] and BOWs of phrase \( q_1 \) ‘create sql statement’ of the query \( Q \) are [create, sql, statement]. Thus \( \text{Sim}(q_1, v_1) = 0.8 \). Given \( \alpha = 0.4 \) and \( \rho = 0.2 \), the subgraph in Figure 2(b) has a Gain of 0.656 w.r.t. \( Q \).

Now, we formally define our API recommendation in Problem 1, which contains three conditions for an optimum subgraph \( G' \) w.r.t. a query.

**Problem 1. (Searching API Subgraph):** Given a query \( Q \), an API graph \( G = (V_G, E_G) \), a similarity threshold \( \alpha \) and a dummy node penalty \( \rho \), the problem of searching API subgraph is to find a subgraph \( G'(V_G', E_G') \subseteq G \) s.t. the following three conditions hold:

1. \( G' \) is connected;
2. \( \forall q \in Q, \exists v \in V_G \) s.t. \( \text{Sim}(q, v) \geq \alpha \);
3. \( \text{Gain}(G', Q, \rho) = \max_{H \subseteq G} \text{Gain}(H', Q, \rho) \).

Condition 1 states that \( G' \) shall be connected. Condition 2 states that for every phrase in the query, we can find a node in \( G' \) that is textually similar to this phrase by passing the similarity threshold \( \alpha \). Condition 3 states that \( G' \) shall have the highest \( \text{Gain} \) among all possible subgraphs satisfying conditions 1 and 2.

3. **API SUBGRAPH SEARCH**

According to Problem 1, finding a subgraph with the highest \( \text{Gain} \) for the API recommendation task is very hard, as we need to exhaustively enumerate all the possible connected subgraphs consisting of candidate nodes whose textual similarity with the query phrases is above \( \alpha \). This time complexity increases exponentially with the number of phrases in a query \( Q \), especially when \( \alpha \) is low, i.e., the number of candidate nodes which pass the similarity threshold is large.

3.1 **A Greedy Subgraph Search Algorithm**

Considering the prohibitive computational cost in finding the optimum API subgraph, we resort to a greedy algorithm, called RarestFirst (RF), which was proposed in the work of Lappas et al. [11]. The problem studied in [11] is, given a task \( T \) which requires a set of skills, and an expertise network where each expert (node) possesses one or more skills and there is some communication cost between two experts, the goal is to find a team of experts who can jointly fulfill all required skills in \( T \) with the minimum communication cost among them. In our problem setting, nodes in an API graph correspond to experts and the query corresponds to the task. Our problem setting is a little different in that we account for textual similarity between nodes (classes or methods) and required phrases of the query. The modified RF method to suit our problem setting is in Algorithm 1.

We explain the main idea of algorithm RF. It first invokes a procedure \( \text{FindSupport} \) (line 1), which, for each query phrase \( q \in Q \), finds all candidate match nodes \( v \in V_G \) whose textual similarity with \( q \) is above \( \alpha \), i.e., \( \text{Sim}(q, v) \geq \alpha \). The set of candidate match nodes for \( q \) is denoted as \( S(q) \). Then we find the query phrase \( q \) with the smallest cardinality \( |S(q)| \) and denote it as \( q_{\text{rare}} \), i.e., the query phrase with the smallest number of match nodes. For each candidate \( c \in S(q_{\text{rare}}) \), it finds the closest node \( v \in S(q) \) to \( c \) for all
other \( q \in Q \) (lines 2–7). Finally, it picks a \( c^* \in S(q_{\text{rare}}) \) with the smallest diameter to form a connected subgraph (lines 8–9). The subgraph is formed by connecting \( c^* \) with the closest node \( v_q^* \in S(q) \) for all other \( q \in Q \) by the shortest path from \( c^* \) to \( v_q^* \). The diameter w.r.t. a center \( c \) is defined as

\[
\text{diameter}(c) = \max_{q \in Q} \min_{v \in S(q)} \text{Dist}(v, c). \tag{3}
\]

By ‘the smallest diameter’, we hope the resultant subgraph involves very few dummy nodes that are not similar to any query phrase.

**Example 3.** Let us reconsider the query \( Q \) consisting of 3 short phrases \( q_0 = \text{‘database connection’}, q_2 = \text{‘create sql statement’} \) and \( q_2 = \text{‘get result’}. \) For the API graph in Figure 1, given similarity threshold \( \alpha = 0.4 \), we compute the candidate match nodes for each phrase in \( Q \) as:

\[
S(q_0) = \{0, 9\}, \quad S(q_1) = \{1, 2, 3, 4\}, \quad S(q_2) = \{6, 8, 11\}
\]

Therefore, \( q_0 \) is the rarest phrase \( (q_{\text{rare}}) \) with two candidate match nodes 0 and 9. For node 0, the closest node in \( S(q_1) \) is any of nodes 1, 2 and 3, with the same shortest distance of 1; the closest node in \( S(q_2) \) is node 6 and the shortest distance is 3. Thus \( \text{diameter}(v_0) = 3 \) according to Eq. 3. Similarly, if we start from node 9, the closest node in \( S(q_1) \) is node 4 and the shortest distance is 4; the closest node in \( S(q_2) \) is node 11 and the shortest distance is 1. Thus \( \text{diameter}(v_9) = 4 \). Therefore, algorithm RF will pick node 0 as \( c^* \) to form an API subgraph, as it has the smallest diameter in \( S(q_0) \). Node 0 can also be regarded as the center of the subgraph.

Next, RF will arbitrarily choose any one of nodes 1, 2 and 3 for \( q_1 \) as they have the same shortest distance of 1 to node 0. Suppose node 2 is selected and connected to node 0. For \( q_2 \), RF will choose node 6, as it is the closest node in \( S(q_2) \) to node 0. Note that there are three shortest paths from node 0 to node 6: \( (0, 1, 4, 6), (0, 2, 4, 6) \) and \( (0, 3, 4, 6) \). Suppose RF picks \( \text{Path}(0, 6) = (0, 3, 4, 6) \) as a shortest path from nodes 0 to 6. The resultant API subgraph is shown in Figure 2(a). When compared with the optimum subgraph in Figure 2(b), the solution of RF contains an extra node 2, which is redundant to node 3, as both of them match query phrase \( q_1 = \text{‘create sql statement’} \).

![Figure 2: The solution of greedy algorithm RF versus optimum solution for the query in Figure 1](image)

### 3.2 Selecting Node with High Textual Similarity

A problem of RF is that, it considers any node \( v \in V_G \) as a candidate match of a query phrase \( q \), as long as \( \text{Sim}(q, v) \geq \alpha \). For all candidates in \( S(q) \), RF does not differentiate them according to the textual similarity; however, some of them may have higher similarity, and some others have lower similarity. In Example 3, RF selects node 2 in the answer subgraph. But \( \text{Sim}(q_1, v_1) = 0.4 \), which is lower than \( \text{Sim}(q_1, v_3) = 0.8 \). To address this problem, we formally define a new node selection measure, called \( \text{LocalGain} \), in Definition 4.

**Definition 4. (Local Gain):** Given a center \( c \) and a query phrase \( q \in Q \), for a candidate match node \( v \in S(q) \), the Local Gain \( \text{LocalGain}(v, q, c) \) of connecting \( v \) with \( c \) is measured by Eq. 4.

\[
\text{Gain}(v, q, c) = \text{Sim}(q, v) - \rho(\text{Dist}(v, c) - 1) \tag{4}
\]

where \( \rho \in (0, 1] \) is the dummy node penalty.

Given a fixed center \( c \), \( \text{LocalGain} \) prefers a node \( v \in S(q) \) having a high textual similarity with the phrase \( q \), having a small distance to \( c \). We add the dummy node penalty \( \rho \) for flexibility. With a lower (or higher) value of \( \rho \), we give a lower (or higher) penalty for the distance \( \text{Dist}(v, c) \) between a node \( v \) and the center \( c \). Accordingly, we propose an improved algorithm called \( \text{RarestGainFirst} \) (RGF) in Algorithm 2, which uses the LocalGain as the criterion to select the best node \( v^* \) from \( S(q) \), \( \forall q \in Q \) and \( q \neq q_{\text{rare}} \) (line 5). Then, a shortest path \( \text{Path}(c, v^*) \) is added to the resultant subgraph to connect \( v^* \) to \( c \).

**Example 4.** Consider Figure 1, for the center node 0 and \( q_1 = \text{‘create sql statement’} \), \( \text{Gain}_{11}(v_1, q_1, v_0) = \text{Gain}_{11}(v_3, q_1, v_0) = 0.8 \), \( \text{Gain}_{11}(v_2, q_1, v_0) = 0.4 \), for any value of \( \rho \). Thus RGF will select node 1 or 3 according to LocalGain.

Moreover, algorithm RF finds a subgraph with the smallest diameter, according to Eq. 3. However, the subgraph with the smallest diameter does not necessarily have the highest \( \text{Gain} \) defined in Eq. 2. It is necessary to form a subgraph for each center node \( c \in S(q_{\text{rare}}) \) and return the one with the highest \( \text{Gain} \). Therefore, algorithm RGF searches a subgraph \( L_c \) for each center node \( c \in S(q_{\text{rare}}) \). Finally, the subgraph with the highest \( \text{Gain} \) according to Eq. 2 is returned as the answer (lines 9–10).

### 3.3 Handling Multiple Shortest Paths Problem

Algorithm RGF can find a better subgraph in terms of \( \text{Gain} \) by selecting nodes with high textual similarity for each phrase. However, RGF still faces the problem of multiple shortest path, i.e., the shortest path between two nodes in a

---

**Algorithm 1: RarestFirst(\( Q, G, \alpha \))**

**Input:** query \( Q \), API graph \( G = (V_G, E_G) \), similarity threshold \( \alpha \)

**Output:** subgraph \( g \subseteq G \)

1. \( q_{\text{rare}}, S \leftarrow \text{FindSupport}(Q, G, \alpha) \)
2. \( \text{foreach } c \in S(q_{\text{rare}}) \) do
3. \( \text{foreach } q \in Q \) and \( q \neq q_{\text{rare}} \) do
4. \( R_q \leftarrow \min_{v \in S(q)} \text{Dist}(v, c) \)
5. end
6. \( R_c \leftarrow \max_q R_q \)
7. end
8. \( c^* \leftarrow \arg \min_c R_c \)
9. \( g \leftarrow c^* \cup \{\text{Path}(c^*, v_q^*)|q \in Q, v_q^* = \arg \min_{v \in S(q)} \text{Dist}(v, c^*)\} \)
10. return \( g \)

**Procedure FindSupport(\( Q, G, \alpha \))**

11. \( S(q) \leftarrow \{v|\text{Sim}(q, v) \geq \alpha, \forall v \in V_G\} \)
12. end
13. \( \text{foreach } q \in Q \) do
14. \( S(q) \leftarrow \{v|\text{Sim}(q, v) \geq \alpha, \forall v \in V_G\} \)
15. end
16. \( q_{\text{rare}} \leftarrow \arg \min_{q \in Q} |S(q)| \)
17. return \( q_{\text{rare}}, \{S(q)|q \in Q\} \)
Algorithm 2: RarestGainFirst(Q, G, α, ρ)

Input: query Q, API graph G = (V_G, E_G), similarity threshold α, node penalty ρ
Output: subgraph g ⊆ G
1. q_{par}, S ← FindSupport(Q, G, α)
2. foreach c ∈ S(q_{par}) do
3. \( L_c \leftarrow \emptyset \)
4. foreach q ∈ Q and q \neq q_{par} do
5. \( v^* \leftarrow \arg \max_{v \in S(q)} \text{Gain}(v, q, c) \)
6. \( L_c \leftarrow L_c \cup \{\text{Path}(c, v^*)\} \)
7. end
8 end
9. \( L_c^* \leftarrow \arg \max_{L_c} \text{Gain}(L_c, Q, ρ) \)
10. return \( g = L_c^* \)

Algorithm 3: LocalRegionRefine(Q, G, α, ρ)

Input: query Q, API graph G = (V_G, E_G), similarity threshold α, node penalty ρ
Output: subgraph g ⊆ G
1. \( g' \leftarrow \text{RarestGainFirst}(Q, G, α) \)
2. \( V_{best} \leftarrow \emptyset \)
3. foreach q ∈ Q do
4. \( V_q = \{v | v \in S(q) \land v \in V_g'\} \)
5. \( v^* \leftarrow \arg \max_{v \in V_q} \text{Sim}(q, v) \)
6. \( V_{best} \leftarrow V_{best} \cup \{v^*\} \)
7. end
8. \( v^* \leftarrow \arg \min_{u \in V_{best}, u \neq v} \text{Dist}(u, v) \)
9. \( g \leftarrow \text{SteinerTree}(V_{o}, G, v^*) \)
10. return \( g \)

4. CLASS-ONLY PATH INDEXING

Our proposed approaches rely on online query of shortest distances and paths between two graph nodes. The time complexity of single source shortest paths to all other destination nodes is \( O(n + m) \) using breadth first search (BFS) for unweighted graphs and \( O(n \log n + m) \) using Dijkstra’s algorithm (implemented with Fibonacci heaps) for positive weighted graphs, where \( n \) and \( m \) are the number of nodes and edges of a graph respectively. In our application, an API graph constructed from Java SE 1.6 has a large \( n \approx 32,000 \). Algorithm LRR needs to compute shortest paths and distances between many pairs of graph nodes before returning a resultant subgraph, so online shortest path computation is not feasible given limited query response time for a large \( n \).

On the other extreme, storing all pairs of shortest paths and distances in the main memory is not feasible given limited memory space, as the space complexity is at least \( O(n^2) \) to index all pairwise shortest paths/distances.

There have been numerous studies on approximate shortest distance estimation. A representative approach is **landmark embedding**, which pre-computes and stores shortest distances (or paths) from a subset of graph nodes called
landmarks to every node in the graph [5, 19]. During on-line query, an approximate shortest distance between two nodes
u and v is obtained indirectly using triangular inequality by

\[ \hat{\text{Dist}}(u, v) = \min_{w \in V_L} \text{Dist}(u, w) + \text{Dist}(w, v), \]

where \( V_L \) is the landmark set. In general graphs, the approxima-
tion can have an error bound on the estimated shortest
distances [19]. Although landmark embedding uses less in-
dexing space than full path/distance indexing, this approxi-
mate distance estimation approach may affect the quality of the
resultant graph in our problem, as the estimated shortest
distances and paths are not precise.

To design an effective scheme to index exact shortest dis-
tances/paths instead of approximate ones, we can have some
observations from the API graph \( G \) in Figure 1. \( G \) has
two types of nodes: classes \( C = \{0, 4, 8, 9\} \) and methods
\( M = \{1, 2, 3, 5, 6, 7, 10, 11\} \). Moreover, there is no direct
interaction between methods, i.e., the adjacent nodes of a
method node must be class nodes. Therefore, we propose to
only index paths among class nodes in an API graph, which
is more space-efficient and can support full recovery of ex-
act shortest paths between any type of nodes. Note that
shortest distance can be computed trivially from a shortest
path.

4.1 Three Indexing Structures

![Class graph of Figure 1](image)

Figure 4: Class graph of Figure 1

First, we construct a class graph \( G_C = (V_G, E_C) \) from
the original API graph \( G = (V_G, E_G) \). The formal construc-
tion process is in Definition 5. Figure 4 shows the class graph
of the API graph in Figure 1.

**Definition 5. (Class Graph):** A Class Graph for an
API graph \( G = (V_G, E_G) \) is a weighted undirected graph
\( G_C = (V_C, E_C) \), where \( V_C = \{v \mid v \in V_G, v \in C\} \), and
edge \( e(u, v) \in E_C \) for \( u, v \in V_C \) with an edge weight
\( \text{Dist}(u, v) \) iff \( 1 \leq \text{Dist}(u, v) \leq 2 \) in \( G \).

Finally, based on the class graph \( G_C \), we construct three
space efficient indexing structures:

1. **Parent\([s][d]\):** For every class node pair \((s, d)\) in
the class graph, \( \text{Parent}[s][d] \) stores the precedent node of
d on the shortest path from \( s \) to \( d \).
2. **Adj[m]:** A mapping from a method node \( m \in M \) to
its adjacent (1-hop neighbor) class nodes.
3. **Con[o][p]:** A mapping from a 2-hop class node pair
\((o, p)\) to only one and any one of their in-between
connector method nodes (if any). Here \( o, p \in C \) and
\( \text{Dist}(o, p) = 2 \) in the original API graph. As the API
graph is an undirected graph, we only store \( \text{Con}[o][p] \)
for \( o < p \) according to their node ids. \( \text{Con}[p][o] \) will be
the same and thus not stored.

Among the three indexing structures, \( \text{Parent}[s][d] \) requires
more memory space \( (O(|C|^2)) \), as it indexes the shortest
paths between class nodes in \( C \) with size of \( |C| \). As the
number of classes is usually much smaller than that of methods
in an API library, our class-only path indexing scheme is
more space-efficient than path indexing on the original API
graph (full graph indexing).

**Example 6.** In the class graph in Figure 4, \( \text{Path}(4, 9) = (4, 8, 9) \).
So \( \text{Parent}[4][9] = 8 \), i.e., the precedent node of 9
is node 8 on \( \text{Path}(4, 9) \). Some \( \text{Adj}[m] \) mappings include
\( \text{Adj}[1] = \{0, 4\}, \text{Adj}[5] = \{4, 8\} \) and \( \text{Adj}[10] = \{8, 9\} \). Some
\( \text{Con}[0][p] \) mappings include \( \text{Con}[0][4] = 1, \text{Con}[4][8] = 5 \) and
\( \text{Con}[8][9] = 10 \) according to Figure 1.

4.2 Exact Path Recovery

Algorithm 4 shows how to recover the exact path between
two nodes. There are three cases in path recovery: (1) be-
tween 2 classes; (2) between 1 method and 1 class; and (3)
between 2 methods. Since the indexing is based on the class
graph, for any case, we have to query \( \text{Con}[o][p] \) to add the
connector method back to the actual path between two class
nodes (line 9). For case 2, if one of the two nodes is a method
done, denoted as \( v \), we use \( \text{Adj}[v] \) to map \( v \) to its adja-
cent class nodes as references \( \text{Ref}[v] \) and search a minimum
shortest path among shortest paths from every reference to
the other class node (line 16). This is similar for case 3, in
which both source and destination nodes need to get refer-
ences, i.e., adjacent class nodes, for searching shortest paths
based on \( \text{Parent}[s][d] \) index.

Algorithm 4 provides an efficient way to recover the exact
shortest path between two nodes in an API graph. The
worst case runtime for exact path recovery is case 3 and it
is \( O(|\text{Adj}[m]| \times |\text{Adj}[n]|) \) for two method nodes \( m \) and \( n \).
In practice, the cardinality \( |\text{Adj}[m]| \) of a method is small (say
3), so the runtime to recover an exact path is only several
times to that of full-graph path indexing, while we can store
the class-only indexing compactly in main memory.

**Example 7.** Consider Figure 1. By applying path recov-
er in Algorithm 4, we find \( \text{Path}(4, 8) = (4, 5, 8) \), i.e.,
\( (4, \text{Con}[4][8], 8) \); \( \text{Path}(5, 11) = (5, 8, 10, 9, 11) \), i.e., adding
the source node 5 and destination node 11 to head and tail
of another path \( (8, \text{Con}[8][9], 9) \) respectively.

**Algorithm 4:** PathRecovery\((s, d)\)

<table>
<thead>
<tr>
<th>Input: source node ( s ), destination node ( d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. if ( s = d ) then</td>
</tr>
<tr>
<td>2. return ( {s} )</td>
</tr>
<tr>
<td>3. end</td>
</tr>
<tr>
<td>4. foreach ( u \in \text{Ref}[s] ) do</td>
</tr>
<tr>
<td>5. foreach ( v \in \text{Ref}[d] ) do</td>
</tr>
<tr>
<td>6. ( \text{Path}_{uv} \leftarrow \emptyset )</td>
</tr>
<tr>
<td>7. ( n_p \leftarrow v )</td>
</tr>
<tr>
<td>8. while ( n_p = \text{Parent}[u][n_p] ) do</td>
</tr>
<tr>
<td>9. add ( n_p ) and ( \text{Con}[n_p][n_p] ) if any to ( \text{Path}_{uv} )</td>
</tr>
<tr>
<td>10. ( n_p \leftarrow n_p )</td>
</tr>
<tr>
<td>11. end</td>
</tr>
<tr>
<td>12. add ( s ) to head of ( \text{Path}_{uv} ) if ( s \in M )</td>
</tr>
<tr>
<td>13. add ( d ) to tail of ( \text{Path}_{uv} ) if ( d \in M )</td>
</tr>
<tr>
<td>14. end</td>
</tr>
<tr>
<td>15. end</td>
</tr>
<tr>
<td>16. return ( \text{Path}<em>{uv} ) with ( \min</em>{u \in \text{Ref}[s], v \in \text{Ref}[d]}</td>
</tr>
</tbody>
</table>

5. EXPERIMENTS

The closest related work in API (Code) recommendation
is Portfolio (PF) [15]. A live version of Portfolio can be
found at http://www.searchportfolio.net, which is targeted at searching functions in source code. It also provides context among functions when given text as the query, but does not consider the connectivity of function calling subgraph. To have a fair comparison between the proposed API recommendation approach LocalRegionRefine (LRR) and PF, we implemented LRR and re-implemented PF, both in Python. Then, we create queries based on sample API usage code available from three popular Java API tutorial websites: Kodejava\(^3\), Javadb\(^4\) and Java2s\(^5\). For each of the queries, we construct the underlying relevant nodes (methods or classes) and corresponding API subgraph using invocations among nodes in the sample code. Afterwards, we evaluate LRR and PF using standard evaluation metrics for information retrieval, i.e., precision and recall. All experiments were carried out on Ubuntu 11.10 (Linux OS) with a Core 2 Duo 2.26GHz CPU and 3GB DDRII RAM.

Suppose subgraph \( H \) is the optimum subgraph (ground truth) for a query, the precision and recall for a suggested subgraph \( G \) are as follows:

\[
\text{Precision}(G) = \frac{|V_G \cap V_H|}{|V_G|}, \quad \text{Recall}(G) = \frac{|V_G \cap V_H|}{|V_H|}
\]

We re-implemented Portfolio by following the linear combination of PageRank (PR)\(^2\) and Spreading Activation Network (SAN)\(^4\) in Eq. 5 to rank a node (method or class) in an API graph. SAN is to propagate the weight (i.e., textual similarity) of a node in the API graph to its neighbours with a decay factor \( \delta \). We follow the exact SAN used in [15], where the highest propagated weight of a node is retained when there are multiple propagation paths. Since the query of Portfolio in [15] is one text phrase and that of ours is a set of text phrases, we use nodes that pass similarity threshold \( \alpha \) in Eq. 1 for each phrase in the query as initiating (firing) nodes for SAN. Afterwards, top-k most similar nodes are returned, together with a visualization of the subgraph (may not be connected) only containing these nodes and edges for any two adjacent nodes. The specific parameters for Portfolio in the experiments are as follows: \( \lambda_{PR} = \lambda_{SAN} = 0.5, \quad k = 10, \quad \delta = 0.8 \) and teleport probability for PageRank = 0.15.

\[
\text{Sim}_\text{Portfolio}(v) = \lambda_{PR} \frac{PR(v)}{\max_{u \in V_G} PR(u)} + \lambda_{SAN} SAN(v) \tag{5}
\]

### 5.1 Query Formulation

These queries are organized in two groups:

**Group I Queries.** Group I consists of queries at low textual similarity threshold \( \alpha = 0.6 \) to tolerate a query phrase \( q \) that is not very similar to BOWs of a method/class. This illustrates a scenario that the user is not familiar with the API library. The queries in Group I are originated from 20 pieces of sample usage code in Kodejava. Each piece of sample API usage code in Kodejava is associated with a short question expressed in text. These questions are used to formulate the queries that preserve what is expressed in the questions. For example, the question for example 77 is ‘How do I get total space and free space of my disk?’, so the query becomes ‘get total space’, ‘get free space’.\(^6\)

For each of these queries, we obtain an optimum subgraph from corresponding piece of sample usage code: methods or classes (in the sample usage code) that match each phrase the best (highest textual similarity) are required nodes and invocations among these required nodes form the resultant subgraph. Other methods/classes appearing in the sample usage code but not participating in the invocations are not taken into account. All the nodes in the optimum subgraph for each query are the relevant nodes for evaluation.

To select these 20 pieces of sample code, we first crawl a total of 849 pieces of sample code from Kodejava. Then, for each piece of the sample code, we remove stop words, punctuations and the phrase ‘How do I’ from the associated question. Afterwards, we check if 95% of the remaining words appear as substrings in the source code. If yes, we include the corresponding piece of sample code in the candidate pool for query selection. Finally, from a total of 83 pieces of sample code in the candidate pool, we select 20 pieces of sample code by including various packages in the JSE 1.6 library.

**Group II Queries.** Group II consists of queries at high textual similarity threshold \( \alpha = 0.8 \) to indicate another common scenario [14, 25] that the user is familiar with the naming of methods/classes but not sure about the calling relationships among them. We construct the optimum subgraph for each of Group I queries by referring to invocations among methods/classes in the sample usage code in Javadb and Java2s. We first locate some methods/classes in the sample code and use the invocations among them as the corresponding subgraph. Group II consists of a total of 20 queries, 10 from Javadb and 10 from Java2s. To select these queries, we first check if there are at least two classes that are interacting with each other via a method in the sample code. If yes, we use the BOWs of each of these classes as the BOWs of each phrase of a query. Moreover, we limit the number of queries per JSE package to 3 for sampling.

Figure 5 shows the number of Group I and Group II queries in various JSE packages. Table 1 provides a snapshot of 4 queries from Group I and 3 queries from Group II. For each of these 4 queries in Group I, we show the question and corresponding query phrases in two separate rows.

---

\(^3\)http://www.kodejava.org

\(^4\)http://www.javadb.com

\(^5\)http://www.java2s.com

\(^6\)http://www.kodejava.org/examples/77.html
late precision and recall using all the nodes of the suggested subgraph.

Table 2: Avg. precision, recall and $F_1$-measure for PF and LRR

<table>
<thead>
<tr>
<th></th>
<th>Portfolio</th>
<th>LRR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prec.</td>
<td>Rec.</td>
</tr>
<tr>
<td>Group I</td>
<td>0.24</td>
<td>0.51</td>
</tr>
<tr>
<td>Group II</td>
<td>0.48</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Table 2 shows the summary of the results for both Group I and II queries. Moreover, Figure 6 shows the detailed results for each of Group I and II queries. For Group I queries, PF and LRR have similar average recall at 0.51 and 0.56 respectively, but LRR improves the average precision of PF to more than twice (from 0.24 to 0.53). When the query size is 1, PF can have better precision and recall than those of LRR, such as queries 14 and 16. It is because PF outputs top-k ($k = 10$) nodes while LRR only returns 1 best node. On the other hand, when the query size is increased to 2 and 3, LRR has better precision and recall as it tries to find a connected subgraph to match the optimum subgraph. There are also some cases where both PF and LRR have zero precision and zero recall, as the textual similarity between a phrase in the query is very different from a node in the optimum subgraph, such as queries 6 and 11. For Group II queries, LRR has a better average recall of 0.72 and improves the average precision of PF by 67% to 0.79. On average, LRR improves the $F_1$-measure of PF by 64% in Group I and 36% in Group II respectively.

Table 3: Avg. Gain for PF, LRR and Optimum

<table>
<thead>
<tr>
<th></th>
<th>Portfolio</th>
<th>LRR</th>
<th>Optimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group I</td>
<td>0.43</td>
<td>0.88</td>
<td>0.98</td>
</tr>
<tr>
<td>Group II</td>
<td>0.56</td>
<td>0.90</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Meanwhile, Table 3 shows the average Gain (Eq. 2) of PF, LRR and the optimum subgraph constructed from sample API usage code for both Group I and II queries. While the average recall of LRR is 0.56 for Group I queries in Table 2, the average Gain of LRR is very close to that of the optimum (0.88 vs. 0.98). For Group II queries, LRR has an identical average Gain as that of the optimum. On the other hand, PF has much lower Gain since it is not connectivity aware.

To visualize the benefits of connectivity of a subgraph, we show the resultant API subgraphs among PF, LRR and optimum subgraph for query 5 in Group I and query 8 in Group II in Figure 7 and Figure 8 respectively. In the figures, necessary nodes are in solid box shape and dummy nodes are in dashed box shape. For both cases, PF fails to find a connected subgraph for necessary nodes.

Figure 7: Solutions for query 5 in Group I

5.3 Results – Efficiency

5.3.1 Runtime – using Class Graph Indexing

For a comparison of runtime among the algorithms RF, RGF, LRR and PF, we generate a set of random queries $Q$ from CG (class graph) of JSE library. $Q$ has a total of 180 queries whose sizes range from 3 to 20 and the number of queries per size is 10. To ensure there is at least one resultant connected API subgraph for each $Q \in Q$, we first select a pool of candidate nodes $V_c$, in which each node $v \in V_c$ has at least 50 (sufficiently larger than maximum query size of 20) children nodes in the shortest path tree $PT_v$ rooted at it. Then, from $PT_v$ of a randomly selected node $v \in V_c$, we randomly pick a set of nodes $V_Q$ with size equal to that of a query $Q$. The associated bag-of-words (BOWs) of each $v \in V_Q$ is the corresponding BOWs of each $q \in Q$. We further ensure $Q$ has at least 5 possible resultant connected

Porter2 stemming algorithm [17] for English is applied to BOWs of nodes in the API graph and query phrases in our implementation for the similarity measure in Eq. 1.

\( \text{Porter2 stemming algorithm} \) [17] for English is applied to BOWs of nodes in the API graph and query phrases in our implementation for the similarity measure in Eq. 1.
Figure 6: Precision and recall for Group I and II queries. (X-axis: query Id; Y-axis: precision or recall)

Figure 8: Solutions for query 8 in Group II

subgraphs (local regions) at a similarity threshold $\alpha = 0.6$. We name this dataset for JSE as $\text{DS}_{\text{JSE}}$.

Table 4: Avg. runtime (seconds) for all queries at varying $\alpha$ for dataset $\text{DS}_{\text{JSE}}$

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>RF</th>
<th>RGF</th>
<th>LRR</th>
<th>PF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.269</td>
<td>0.282</td>
<td>0.293</td>
<td>1.774</td>
</tr>
<tr>
<td>0.6</td>
<td>0.033</td>
<td>0.038</td>
<td>0.052</td>
<td>0.519</td>
</tr>
<tr>
<td>0.7</td>
<td>0.012</td>
<td>0.013</td>
<td>0.024</td>
<td>0.203</td>
</tr>
<tr>
<td>0.8</td>
<td>0.012</td>
<td>0.012</td>
<td>0.025</td>
<td>0.176</td>
</tr>
</tbody>
</table>

Using dataset $\text{DS}_{\text{JSE}}$, Table 4 shows the comparison of average runtime over all queries for RF, RGF, LRR and PF at $\alpha = 0.5$, 0.6, 0.7 and 0.8 respectively, where RF, RGF and LRR use class graph indexing to store shortest paths in the main memory. Without refinement process using SteinerTree, RGF has comparable runtime to those of RF. With SteinerTree refinement, LRR has some overhead but the worst runtime is only $\sim$2 times to that of RF at $\alpha = 0.8$. Runtime for PF is much longer than that of LRR, ranging from 6 to 10 times by varying $\alpha$.

5.3.2 Indexing: Class Graph Vs. Full Graph

How space-efficient is the proposed CG (class graph) indexing? A naive path indexing for LRR is to store all pairwise shortest paths in the original full API graph into a database on hard disk. We name this disk-based approach FG (full graph) indexing. The size of FG indexing is measured as follows. Given an API graph $G = (V_G, E_G)$, for every source node $s \in V_G$, we compute its shortest paths to every other destination node $d \in V_G$ and use $\text{Parent}[s][d]$ to store the precedent node of $d$ in $\text{Path}(s, d)$. Afterwards, we dump the serialized parent entries ($\text{Parent}[s][d]$) with source node $s$ as primary key to a sqlite3 database $\text{DB}_{\text{path}}$ and measure its size as the space required for FG indexing.

For the JSE 1.6 library, FG indexing uses 10.6GB disk space, while CG indexing can fit the indexes compactly in main memory for 150MB space. In other words, CG indexing can reduce the space by $\sim$70 times.

Next, we study the trade-off in runtime between these two indexing schemes, i.e., the disk-based FG indexing and the main-memory-based CG indexing. Table 5 shows the corresponding results using dataset $\text{DS}_{\text{JSE}}$ at $\alpha = 0.6$ and $\rho = 0.2$. On average, the runtime of disk-based LRR is $\sim$16 times to that of main-memory-based LRR using the proposed CG indexing. The runtime ranges from 9 to 24 times for various sizes of queries.

5.4 Threats to Validity

Construct Validity. Are the evaluation measures suitable? We reduce threats to construct validity by using the popular performance metrics, precision and recall for evaluation. In addition, we use a reasonable subgraph goodness measure called Gain as a supplement.

Internal Validity. Are there any experimental biases? The first one is query formulation and relevance judgement. We use sample code available from three websites as references to annotate the queries and relevance nodes. Con-
Table 5: Runtime (seconds) of LRR using FG indexing and LRR using CG indexing at $\alpha = 0.6$ and $\rho = 0.2$ for dataset DSJE

<table>
<thead>
<tr>
<th>Size</th>
<th>Full Graph</th>
<th>Class Graph</th>
<th>Ratio$_{FG:CG}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>03-05</td>
<td>0.590</td>
<td>0.029</td>
<td>20.57</td>
</tr>
<tr>
<td>06-08</td>
<td>0.847</td>
<td>0.035</td>
<td>24.24</td>
</tr>
<tr>
<td>09-11</td>
<td>0.957</td>
<td>0.044</td>
<td>21.81</td>
</tr>
<tr>
<td>12-14</td>
<td>0.511</td>
<td>0.056</td>
<td>9.06</td>
</tr>
<tr>
<td>15-17</td>
<td>0.611</td>
<td>0.070</td>
<td>8.76</td>
</tr>
<tr>
<td>18-20</td>
<td>0.964</td>
<td>0.093</td>
<td>10.41</td>
</tr>
<tr>
<td>Average Ratio$_{FG:CG}$</td>
<td>15.81</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Structuring ground truths from sample code shall be a more objective evaluation approach than human judgements of relevance. As the queries are formulated by human (based on questions from Kodejava), the phrases constructed for a query may affect the results so the precision and recall can drop or increase. Since both PF and LRR receive the same set of phrases for each query, the effects will be evenly propagated to both PF and LRR but not only one of them. The final threat is the parameter settings of PF and LRR. We use an equally linear combination of PageRank and Spreading Activation Network for PF. Changing the weight of the combination may affect the behaviour in the similarity measure and hence the nodes of a suggested subgraph by PF.

**External Validity.** Could the results be generalized? We included various packages in JSE 1.6 library. However, we have not evaluated other Java libraries and API libraries of non-Java languages, though the idea of LRR is applicable to API of any languages. Besides, the queries may not be representative samples to common API querying habits of the majority.

### 6. RELATED WORK

**API/Code Recommendation.** Popular code search engines include Google Code Search\(^9\), Kodera\(^9\) and Codase\(^10\). They allow users to search from a large collection of code repositories for common programming languages but only use simple word matching. More complex and useful API/Code recommendation tools can be roughly divided into two groups.

The first group uses natural language as a query, such as Sourcerer [1], Gridle [18], Assieme [6], the work of McMillan et al. [16] and a cross-library API recommendation approach [24]. They can help users to overcome selection barrier to suggest related APIs. Sourcerer supports 5 types of searches using keyword(s), including components, component use, functions, function use and program structures. Gridle uses a variant of PageRank [2] to suggest popular classes that match the query words. Assieme groups the suggested results tidily into packages, types, members and code examples as well as inter-group hyperlinks. The work of McMillan et al. [16] suggests source code examples in 2 steps, by first locating a set of candidate APIs that are textually similar to the query and then finding code examples that cover most of these APIs. Similar to Gridle and the work of McMillan et al., we also take the structure of API calling graph into similarity measure using Gain.

The second group uses method/class name as a query, such as Prospector [14], MAPO [25], Altair [13] and FACG (Flow-Augmented Call Graph) [23]. Prospector suggests a list of ranked shortest paths given two methods to indicate method invocations. MAPO suggests frequent API usage patterns and associated code snippets. Both Prospector and MAPO provide context of functions of interest, which can be considered as the connected API subgraph suggested by our approach. Altair and FACG suggest similar API functions (no context) to the query function using common functions overlapping and weighted API call graph respectively.

The most related work in API/Code recommendation to our work is Portfolio [15], as briefly discussed in Section 5. We further consider to output a connected subgraph from the API graph.

**Team Formation.** Given a task, a pool of experts with different skills and possibly a social network that captures the proximity among them, team formation studies how to find a subset of experts who can jointly fulfill the task.

In the field of Operations Research, team formation problem is formulated as Integer Programming and solved approximately using techniques such as analytical hierarchy process [3, 26] and genetic algorithms [21]. The work in [11] is the first team formation problem accounting for the structure of a graph that models communication costs among experts. We improve the RarestFirst algorithm in [11] to apply to API recommendation domain. Two extended work of [11] are [12, 8]. The work in [12] considers a general task that each skill requires a number of experts and solves greedily by applying an enhanced version of Steiner Tree to a compressed group graph. The work in [8] considers the skillfulness of experts in discrete level, and linearly combines skillfulness with node distance in the expertise network. We also account for skillfulness, i.e., textual similarity of BOWs between a method/class and a query phrase. Meanwhile, the team formation problem accounting for graph structure is similar to keyword search in relational database [22, 9], but with a focus on expertise network.

### 7. CONCLUSIONS

We proposed a novel graph search approach to help users find usages of APIs only using simple text phrases as a query. Our solution allows software developers to pass through both selection and coordination barriers when reusing APIs of existing libraries. For a query, we suggested a high quality subgraph from the API graph based on the newly defined similarity measure called Gain. We improved the greedy subgraph search algorithm RarestFirst with a refinement process based on Steiner Tree technique. Moreover, we design a compact index based on Class Graph of an API graph, which can efficiently support on-demand shortest path queries with a small index size. Experiments confirmed that our approach outperforms the state-of-the-art code recommendation approach Portfolio by improving average F1-measure by 64% and average Gain by 2 times.
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