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magine what it would ineiin to your markel- 
iiig clients if you could predict how their cus- 
tomers would respond to a promotion, o r  i f  
your financial clienls could predict which 

applicants would repay their loans. Data mining 
has cume out of the  rescarch lab and into the real 
world lo do just such tasks. 

Defined as “the nontrivial process OC identifying 
valid, novel, potentially useful, and ultimalcly 

underslandablc patterns 
in data” (Advances in 
Knowled@ Di,scovery and 

e t  al., eds., MLT Prcss, 
the Housing Cambridge, Mass., 1996), 
Service better data mining frequently 

uncovers patterns thal 
understand and predict future behavior. 11 

~~~i~ &la mining 
techniques helped nata Minin&U. M. Fayyad 

classify problem is proving useful in diverse 
industries like tianking, 

loans. telecommunications, rc- 
....., .... ~ .. . . ...... .. tail, marketing, and insur- 

ance. Basic data mining 
techniques and models also proved useful in a 
project Sor the US Department of Agriculturc. 

TRACKING 600,000 LOANS 
The USDA’s Rural Housing Service adminislcrs 

a loan program that lends or guarantees mortgage 
loans to people living in rural areas.To aduiinister 
these nearly 600,000 loans, the departmenl main- 
tains extensive infornialioti about each one in its 
data warehouse. As with most lending programs, 
some USDA loans perlorm better lhan olhcrs. 

Last-resort lender 
The USDA chose data mining lo help it better 

understand these loans, improve lhe managemen1 
of its lending program, and redncc the incidence 

of prohleni loans. Thc department wants data 
mining to find patterns Ihat distinguish borrow- 
ers who repay promptly Irom those who don’t. 
The hope is that such patterns could predict when 
a borrower is heading for trouble. 

Primarily, it’s the USDA’s rolc as lender of last 
resort that drives the difference between how it 
and commercial lenders nsc data mining. Coin- 
incrcial lenders use the lechnology to predict loan- 
clefaull or poor-repayment behaviors al the time 
they decide to make a loan.The LJSDA’s principal 
intcrest,on the othcr hand,lics in prcdictingprob- 
leins lor loans already in place. Isolating problem 
loans lets the USDA devote more attention and 
assistance to such borrowers, thcrchy reducing the 
likelihood that Lhcir loans will become problems. 

Training exercise 
The USDA retained my company, Exclusive 

Ore, to provide it with data mining training. As  
part of that lraining cxcrcise, my colleagues and 
I performed a preliminary study with data cx- 
tracled from the USDA data warehouse. The 
data, a small sample of current mortgages for sin- 
gle-family homes, contains about 12,000 records, 
roughly 2 percent of the USDA’s currenl deta- 
basc.The sample dala includes information ahout 

the loan, such as iiniounl, payment size, lending 
date, and purpose: 

Predictive Modeling Techniques 
Descriptive Modeling Techniques 
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stale. 

Using data mining techniques, we planned to silt  through 
this information and cxtract thc pattcriis and characteris- 
tics common in problcni loans. 

BUILDING DATA MODELS 
Daia mining builds models lroiii data, using tools thai 

vary both by the type of model buili and, within each model 
domain, by the type ol algorithm used. As Table 1 shows, 
at the highest level ihis iaxonomy of data mining sepawtcs 
models into two classcs: predictive and descriptive. 

Predictive models 
As its name suggcsts, a predictivc model predicts the 

value of a particular attribute. Such miidcls can predict, 
for example, 

a long-distance customer’s likelihood or switching to a 

an insurance claim’s likclihoiid of being fraudulcnt, 
a patient’s susccpiibility to a certain cliscase, 
the likelihood soincone will place a catalog order, and 
the revenue a customer will gencrate during the ncxt 

compctitor, 

ycar. 

When, RS in the lirsi four cxamplcs, a prediction relates to 
class membership, thc inodcl is callcd a classification 
model, or simply a classifier. Thc cla 
examples might be, respectively, loyal vcrsus disloyal, Icgit- 
imatc versus Srauduletii, susceptible versus indcierminatc 
versus unsusccptible, and buycr versus nonbuyer. In each 
case, the classcs typically contain few values. 

Whcn,as i n  thc final cxaniple,the modcl predicts a nuni- 
bar from a wide rangc of possible values, the modcl is 
callcd a regressiun model or a regressor. 

Descriptive models 
The class of dcscriptivc models encoinpasses two impor- 

tant model types: clustcriiig and association. ClusLering 
(also rcferred to as segmentation) lumps together similar 
people, things, or events into groups callcd clusters. Clusiers 
help reduce data complexity. For cxamplc, it’s prohably eas- 
ier to design a different marketing plan for each of six tar- 
geted customer clusters than to design a spccitic marketing 
plan for each of 15 million individual customers. 

Association rnodcls involve determinations ol affinity- 
how frequently two or more things occur togethcr. 
Association is frequcntly used in retail, whcrc it is callcd 

market brisket analysis. Such an analysis will generate rules 
like “when people purchase Halloween costumes they also 
purchase flashlights 35 percent (IS thc time.” Rctailers use 
thcsc rules to plan shelf placement and proinotionel dis- 
counts. 

Although R descriptive model is not predictivc, the con- 
verse does not hold: Prediciivc models olten are dcscrip- 
tivc. Actually, a prediclivc model’s dcscriptivc aspect is 
sometimes more important than its ability to predici. For 
examplc,suppose a researcher builds a model that predicts 
the likelihiiod ol a particular canccr.llie researcher might 
bc more intcrcsted in examining the factors sssociatcd with 
that cancer-or its ahscnce-than with using rhc modcl to 
predict i f  a new paliciit bas thc disease. Almost all predic- 
tive models can be used descriptively. 

Algorithmic implementations 
Scvcral algorithms exist that implement the models I’ve 

describcd. Classificrs are most commonly implcmentcd 
wilh neural network, decision trce, Nafve Bayes, o r  IC- 

ncarest-neighbor algorithms. Regressors can be imple- 
mcnted with neural networks or decision trccs. Cluslcring 
and association modcls each also have scvcral well-known 
algorithms. 

WORKING WITH CLASSIFIERS 
How do you choose from among these algorithms’? In 

our case, the USDA nccded to use a specific type OS pre- 
dictive modcl, the classilier, I11 catalog which loan types 
would likely go into dcl’ault. Whcn choosing an algorithm 
f o r  a prediclivc model, you must weigh thrcc important 
criteria: accuracy, interprctability, and speed. 

Accuracy 
You nieasurc accuracy by generating predictions for cases 

with known outcomes and then compare the predicted 
value to the actual value. For classilicrs a prediction is cither 
right or wrong,so we can state the accuracy as perccntagc 
correct,or as anerror vale (perccnlage wrong).Despite the 
claims you may encountcr from various software vcndors, 
no “most accurate” algorithm exists. In somc cases, Naive 
Baycs will produce thc most accurate classi1ier;in oihers,a 
modcl built with a decision trcc, neural nctwork, or k -  
nearest-neighbor algorithm will be more accurate. 

Worse, you cannot dcterminc in advance which algorithm 
will producc ihe most accurate model for a particular data 
scl.Thus,wc usually try to apply at least two algorithms to 
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Most commercial classification and regression tools 
use one or more of the following techniques. 
Decision tree. Au it* name implies, this algorithm gen- 

erates a tree-like graphical representation of the model 
it produces. Usually accompanied by rules of the form 
“if condition then outcome,” which constitute the text 
version of the model, decision trees have become popu- 
lar because of their easily understandable results. Some 
commonly implemented decision tree algorithms include 
Chi-squared automatic interaction detection (CHAID), 
and classification and regression trees (CART). Although 
all these algorithms do classification extremely well, 
some can also be adapted tn regression models. 

Figure A. Sample decision tree 
model for classifying loan 
prospects by income and 

marital status. 

a data set to see which has the best accuracy. Our expcri- 
ence shows that neural networks and decision trees frc- 
quently have somewhat higher accuracy than NaTve Baycs, 
but not always. For regression, we have found that neural 
networks sometimes provide the highest accuracy. 

Interpretability 
How easy is it to understand the patterns found by the 

tnodel? The k-nearest neighhor algorithm, an  exception 
because it actually does not produce a modcl, has no inter- 
pretability value and thus scores worsl here. Neural net- 
work modcls also produce little uscl‘ul information, 
although you can write software that analyzes the neural- 
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brain function, neural netwo 
regression equally well. More 

no easily understandable output. 
N a r k  Bayes. This technique limits its inpnts 

gorical data and applies only to classification 
after Bayes’s theorem, the technique acquired t 

and speed make NaYve Bayes an id 
The technique operates by derivin 

K-nearest neighbor. Also known 
rithm difPers from other techniques in th 
tinct training phase-the data itself becomes 
To make predictions for a new case using this 
yon find the group with most similar cases ( 

check the Data Mining section, 
of Exclusive Ore’s home page a 

Figure B. Sample neural ne 

Neural network 

network model for information about the patterns and 
relationships in the model. NaYve Bayes and decision tree 
models produce the most extensive interpretive informa- 
tion. A Naive Bayes model will te l l  you which variables 
are most important with respect to a particular outcome: 
“The use olvoice mail is the strongest indicator of loyally,” 
and “customers who use voice mail marc than 20 times a 
month arc 15 times less likcly to close their accounts in the 
next month,” lor example. Decision trccs can find and 
report interactions-for example, “customers who iicvcr 
usc voice mail, who live in Connecticut, whose accounts 
have been open bctwcen six and 14 months, and whose 
usage in the last three months has declined lrom the pre- 



ceding three months, have a 23 percent prohability of clos- 
iug thcir accounts next month." 

Speed 

emphasize speed: the time it takes to  

train a model and 
make predictions about new cases. 

The k-nearest-neighbor algorithm's zero training time 
makes it the fastest trainer, but the model makes predic- 
tions extremely slowly. The three other major algorithms 
make predictions just as quickly as each cither (and much 
mow quickly than k-nearest-neighbor), but vary signifi- 
cantly in thcir training time, which lengthens in proportion 
to thc number of passes each must makc through the train- 
ingdala.N:iive Baycs trainslastcsl of the thrcc becauseit 
takes only one pass through the data. Decision trees vary, 
but typically require 20 tu 40 data passes. Neural networks 
mayneedtopassoverthedata100 to 1,000timesormore. 

PUTTING ALGORITHMS TO WORK 
A t  the USDA, our goal was lo build a model that would 

predict the loan classification based on information about 
the loan, borrower, and property. Often, to  maximize our 
processing and results-generating efficiency, we use scv- 
era1 algorithms together, Bccausc of Naive Baycs' speed 
and interpretahility, wc use it for initial explorations, then 
follow up with decision tree or neural network models. 

Two processes associated with predictive modeling 

Self-taught tools 
To build a prcdictivc model, a data mining tool needs 

examples: data that contains known outcomes. The tool 
will use these examples in a process-variously named 
learning, induction, or training-to teach itself how to pre- 
dict the outcome of a given process or transaction.Thc col- 
umn of  data that contains the known outcomes-the value 
we eventually hope to predict-also has various names: 
the dependent, target, label, or  output variable. Finally, all 
other variables arc variously called features, attrihules, or 
the independent or inputvariables. Data mining's eclectic 
nature Iostercd this inconsistency in naming-the field 
encompasses contrihulions From statistics, artificial intel- 
ligence, and database management; each field has chosen 
diil'erent uames Cor thc same concept. 

The dependent or output variable we used for the USDA 
loan classification model has five values: problemlcss, sub- 
standard, loss, unclasdied, and not available. Approx- 
imately 80 percent oC loans fell into the problemlcss 
category. For each of the 12,000 mortgages in the sample, 
we knew in advance and included the correct loan clas- 
silication. 

Data mining consists of a cycle of generating, testing, and 
evaluating many models.The data mining cycle For our 

Most descriptive modeling tools use one 
of the following techniques. 

Clustering. A descriptive technique th 
similar entities and allocates dissimilar entit 
ferent groups, clustering can find custome 
gronps, patients with similar profiles, a 
Clustering techniques include a special 
ral net called a Kohonen net, a8 well 
demographic algorithms. Highly subj 
reqnires wing a distance measure, 
neighbor technique. Becanse 
pletely on the distance measu 
ways yon can cluster the data can he 
nuiiiher of data miners doing the clu 
clustering always requires significan 
from a business or domain expert who 
whether the resulting clusters are useful. 

Association and seqriencing. Using thes 
niqnes can help you uncover customer huyin 
terns that you can use to structure 
increase cross-selling or anticipate 
ation helps yon understand 
customers tend to pnrchas 
sequencing reveals which products custome 
later as follow-np purchases. Oft 
hasket analysis, these techniques 
tive models that discover rules for 
ships between the purchase of one pr 
purchase of one or more others. 

To rcad more about descriptive 
oiques, check the Data Mining sect 
subsection of Exclusive Ore's home page a 
www.xore.com. 

USDA project illustrates this process and highlights some 
cominon problems that modelers face in mining data. 

Building models and a test database 
Wc built the models using two thirds of the data--8,000 

rows-and set aside the remaining data as an indcpend- 
en1 data set for testing the models.Testing reveals how well 
a model predicts the target variable-in this case, loan clas- 
sification. During testing, we apply the model to  the test 
data and predict the loan classification for each borrower. 
Because we also know the actual loan classification, we 
can compare the predicted value to  the actual value for all 
4,000 cases. From this data we can easily compute an accu- 
racy score, the predictive accuracy. 

Thc first model wc built performed poorly, giving a prc- 

November I December 1999 IT Pro 19 

http://www.xore.com


1 Training - Training 
ii set 

Test set 
1 
1 
i 

would a borrower with ii large pyment.Thus 
the dcfauli binning eradicated any relation- 
ship between loan amount and repayment 
bchavior. Allhuugh we use data mining to  
look for patterns, in this case our binning may 
have actually removed one. 

Indeed, redesigning the bins so that cach 
contained approximatcly one-lilth of the iota1 
population improvcd the model's accuracy to 
67 percent, with accuracy climbing up to 76 
pcrcent in predicting the problemless and loss 

patteins. 

Pruning irrelevant values 
Om rcvised accmacy ratings proved too 

good to last, however We now lound some- 
thing we'd overlooked: The qample data 

Ii I 
1 
I 

dictive accuracy of around 50 pcrcent.This result prompted 
us to look closes at some of thc noncatcgorical variables, 
like loan and payment amounts. We found that the skcwed 
distribution of these values negatively affccted thc model. 
Payment amount is a good examplc of this cllect: Although 
a lcw loans required large monthly paymcnts of up Lo 
$60,000, most required payments smaller ihan $400. 

DRILLING DEEPER 
Commercial implementations of ihe NaYvc Bayes algo- 

rithm requires the "binning" of ninncric values.The algo- 
rithm we used in our case study auioinatically binned all 
numeric values into five bins. Since payment amounts 
range from $0 io $60,000, it divided the bins into live rangcs 
of 12,000 each,s(erting with $0 to  $11,999 and cnding with 
$48,000 to  $60,(1110. I t  thcn assigned each borrower's pay-  
ment amount to  a payment-amount bin, which the data 
mining algorithms use in place of the paymcnl amount 
itself. Although binning itsell is not a significant requirc- 
ment, we found that the exact binning method used can 
signiticantly inflnencc results. 

Adjusting bin ranges 
Because the loan's payment amount has a non-normal 

and nonuniform distribution, the cqual-range bins wc used 
by default provcd poor predictors. Since 80 percent or the 
loans required payments of $400 or less, almost 99 pcrcent 
of the loans landed in the lirst bin, which ranged beiween 0 
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includes a"total loan amount due" field.When 
a lendcr stops paying, the value in this field grows conlin- 
ually larger as more payinents hecoine past due. At  some 
point during default, depending on thc loan's conditions, 
Lhe entire principal falls due.'& initial classification model 
therefore relied on this lield as an excellent predictor for 
subsiandard and loss loans. This model is not vcry useful 
bccause it relics on aftcs-the-facl information. However, 
when we removed this field from the data available Cor 
mining, overall accuracy dsoppcd to 46 pcrcent, and accu- 
racy lor predicting the loss category fell to  37 percent. 

Having swung from too-good-to-be-true results back to 
abominable ones, we rcviewed the data again, focusing 
this time on lhe loan class itsell.Two loan class values- 
unclassified and not available-cach occurred in less ihan 
1 perccnt of cases. Having no intcrcst in predicting mcm- 
bershap in thcse class values, wc decided to discard rows 
that contained cithes of thcm.Tliis Iclt three dif'fereni val- 
ues for loan class: problemless, substandard, and loss. 
Because we sought to  prcdict those loans that might 
require allcution, wc combincd the substandard and loss 
classes into a single not OK class. For consislcncy, we 
changed the problemless class's iiainc tu OK. 

At first glance, ihc model wc now generated-with an 
overall predictive accuracy of  82 pcrcent-appeared 
pretty good. However, closer cxamiiiation showed that, 
because it predicted only 20 pcrcent of all problem loans, 
the Not OK class's accuracy fell disappointingly short. 
Being thc most important class selativc to taking actions 



on poteulial problem loans, Not OK's performance 
showed that our models required furthcr refinemenl. 

Refining with decision trees 
After initially exploring the data with the Nai've Bayes 

classikation algorithm, we also traincd a decision tree 
model. As is oClen the case, the decision tree algorithm 
cxhibited improved accuracy, gencrating a predictive accu- 
racy of almost 85 percent. Accuracy in predicting the Not 
OK class also improved slightly, to 23 percent. 

Yet accuracy, in and of itsclf, was not our only goal. Whcn 
you account for costs or savings, you inay find that even a 
seemingly low accuracy can yield significant benefits.The 
numbers that follow result from pure speculation on our 
part, and do not reflect actual costs or problcm frcqucn- 
cies at thc USDA. 

First, assumc that the average problcm loan costs $S,OI10 
and that h a t  the USDA encounters 50,000 problem loans 
annually. If early intervention can prevent 30 perccut or  such 
cases, and each intervention costs 6500, the USDA can still 
save approximately $ 1  I .5 million annually even if our data 
mining anticipates only 23 percent of all Not OK loans. 

This figure does not, howevcr, account for the cos1 of 
intervening with accounts that actually would not have 
bccomc a problcm. On thc decision tree, about 29 percent 
of the accounts predicted as being Not OK will actually be 
OK-another statistic produced by tesling the model. If 

we assume that such nonrequired intervcntions also cost 
16500,thc net annual saviugs drops to 69.1 million.Yct even 
this adjusted fgurc shows that a low accuracy rate could 
still significantly rcducc costs. 

ala mining increases understanding by showing which 
factors most aCfcct specific outcomes. For the USDA, D thc initial models revcaled that the important (actors 

to loan outcomc included loan type, such as rcgular or con- 
struction; type of sccurity, such as first mortgage or junior 
mortgage; inarital status; and monthly payment s i x .  We 
based our iiiodcls on a small data sample and plan addi- 
tional validation to determine the true cffect of these Factors. 

The USDA's preliminary data miuing study sought to 
demonstrate the technology's potcntial as a predictor and 
learning tool. In the near Iuturc, the deparhnent plans to 
expand the limitcd number of attributcs available for data 
mining. In particular, it plans to include payment histories 
in the warehouse, aud wc hopc that this data will help Cur- 
ther improve the model's accuracy. Evenlually, the USDA 
will use thcsc models to identify loans for added attenlion 
and support, with the goal of reducing late payments and 
defaults. 

Rob Gerritsen is a foiinderandprevident of Exclusive Ore 
Inc., a data mining rind rlalabuse management consultancy. 
Contact him U /  rob@xore.com. 
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