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Arrangement

CIWeka Demo (25 min)

IPractice & QA & Break (20 min)
IWeka Demo & Assignment 1 (25 min)
CIPractice & QA (20 min)




What is Weka?

Weka is an open source machine learning software that can be
accessed through a graphical user interface, standard terminal
applications, or a Java API. It is widely used for teaching, research,
and industrial applications, contains a lot of built-in tools for
standard machine learning tasks.

Here is the official website: https://www.cs.waikato.ac.nz/ml/weka/



https://www.cs.waikato.ac.nz/ml/weka/

Weka installation

Please follow the instruction here to install the stable version (3.8) of
Weka

https://waikato.github.io/weka-wiki/downloading weka/

It provides different versions to suit different OS. Please select the
one you are using.


https://waikato.github.io/weka-wiki/downloading_weka/#windows

Dataset

We will use the Bank Marketing Data Set.

The data is related with direct marketing campaigns of a Portuguese banking
institution. The marketing campaigns were based on phone calls. Often, more
than one contact to the same client was required, in order to access if the
product (bank term deposit) would be ('yes') or not ('no') subscribed.

It contains 4521 samples and 16 input variables. The target y is the client
subscribed a term deposit or not. In machine learning terminology, it is a binary
classification problem.



Dataset

Here is the information of the 16 input variables:
° 1-age (numeric)

o

2 - job : type of job (categorical:

"admin.","unknown","unemployed","management","housemaid","entrepreneur","student",

° "blue-collar","self-employed","retired","technician","services")

o

3 - marital : marital status (categorical: "married","divorced","single"; note: "divorced" means
divorced or widowed)

o 4 - education (categorical: "unknown","secondary","primary","tertiary")
o 5 -default: has credit in default? (binary: "yes","no"
° 6 - balance: average yearly balance, in euros (numeric)

o 7 -housing: has housing loan? (binary: "yes","no"

o 8 -loan: has personal loan? (binary: "yes","no"



Dataset

° 9 -contact: contact communication type (categorical: "unknown","telephone","cellular")

(e]

10 - day: last contact day of the month (numeric)

(e]

11 - month: last contact month of year (categorical: "jan", "feb", "mar", ..., "nov", "dec")

(e]

12 - duration: last contact duration, in seconds (numeric)
# other attributes:

13 - campaign: number of contacts performed during this campaign and for this client
(numeric, includes last contact)

(e]

(e]

o 14 - pdays: number of days that passed by after the client was last contacted from a previous
campaign (numeric, -1 means client was not previously contacted)

o 15 - previous: number of contacts performed before this campaign and for this client
(numeric)

o 16 - poutcome: outcome of the previous marketing campaign (categorical:

"unknown","other","failure","success"



Weka GUI Chooser

If you open the Weka software, first is the Weka GUI Chooser like the following.

&) Weka GUI Chooser — O ot
Program Visualization Tools Help
Applications
. Explorer
#2% WEKA —

The University
of Waikato

KnowledgeFlow

Workbench
Waikato Envircnment for Knowledge Analysis
Version 3.8.4
fc) 1993 - 2019 Simple CLI

The University of Waikato
Hamiltocn, Mew Zealand




Explorer

Then, select the Explorer, you will enter to this interface.

€ \eka Explorer — ] =
Preprocess | Classify | Cluster | Associate | Select aftributes | Visualize

[ Openfile... J { Open URL... J l Open DB.. J { Generate... J Undo Edit... Save...

Filter

l Choose ]|None

Apply Stop
Current relation Selected attribute
r N ~
Relation: Mone Attributes: Mone Mame: Mone Weight Mone Type: None
Instances. Mone Sum of weights: None Missing: Mone Distinct. Mone Unigue: Mone
Attributes
r N
All None Invert Pattern
( |7)[ visuatize Al |
Remove
Status

Welcome to the Weka Explorer




Explorer ——

Preprocess | Classify | Cluster | Associate | Select attributes | Visualize

[ Open file... ] [ QOpen URL... J l QpenDB... J [ Generate... J Undo Edit... Save..

Click Open file, then open — — :
the bank.csv saved in your [ onoose Juene [1L0Y 3 @) 6 (&) @ | |

Bl [ﬁ‘ bank

Cu t relatiol
CO m p u te r- P bank.csv [ ] Invoke options dialog

Relation: None L
bank-full.cav
Instances: Mone

e: MNaone
e: Mone

Attributes

All

Please remember to change
to CSV data files(*.csv) in
file type.

v|| visualize All |

=gt §@

HEESEMN): CWsersiwowong\Desktop\ECLT5810\bank

IFAT): | CSV data files (*.csv) B

H |

Remove ‘

Status ; :
_ Welcome to the Weka Explorer l Log ‘ x0 I




Explorer

Now, you can see the data is
loaded into Explorer.

You can check out each variable
by click on it in this panel.

€ Weka Explorer — O x
jP{epmcess T Classify T Cluster T Associate TSeIect attributes T Visualize ]

[ Openfile... J [ Open URL... J [ Open DB... J [ Generate... J Undo [ Edit... J [ Save... J

[ Choose ]|N|:me “ Apply J Stop

Current relati
~

Relation: bank

Attributes: 17

Instances: 4521 Sum of weights: 4521
Attributes,

Selected attribute
~

MName: age
Missing: 0 (0%)

Type: Numeric

Distinct: 67 Unique: 4 (0%)

Statistic

P

\

Mone

A ]

J

Invert J l F'arterr\ J
AN

No. | | Name

2] job

3 ] marital
4[] education
5[] default

6 [] balance
7 ] housing
8] loan

9 [ contact
10 [ day
11 [_] month
12 ] duration
13 [] campaign
14 [] pdays
15 ] previous
16 [_] poutcome

170y

k

Remove

-

Minimum
Maximum
Mean
StdDev

\\

-\

[Cla\;s: ¥ (Nom)

]| visuaiize Al |

\/
(OK




Explorer

The statistics for each variable are

also shown here.

For example, the maximum and
minimum value of age is 87 and

19 respectively.

€ Weka Explorer — O x
jP{epmcess T Classify T Cluster T Associate TSeIect attributes T Visualize ]

[ Openfile... J [ Open URL... J [ Open DB... J [ Generate... J Undo [ Edit... J [ Save... J

Filter

p

-

[ Choose ]|N|:me

e |[ ﬁpply] Stop

Current relati
~

/

No. | | Name

2] job

3 ] marital
4[] education
5[] default

6 [] balance
7 ] housing
8] loan

9 [ contact
10 [ day

11 [_] month

12 ] duration
13 [] campaign
14 [] pdays

15 ] previous
16 [_] poutcome

170y

N

Relation: bank Aftributes: 17 MName: age Type: Numeric N
Instances: 4521 Sum of weights: 45 Missing: 0 (0%) Distinct: 67 Unique: 4 (0%) \
Attributes Statistic Value
i \ 7| Minimum 19
( 1 ( 1 ( [ Y Maximum 87
l All J [ Mone J [ Invert J l Pattern \J Mean 4117
AN StdDev 10.576 /

lCIass: ¥ (Nom)

]| visuaiize Al |




Feature Engineering

Feature engineering mostly contains two components.
o The variable transformation and,

o The variable selection

Variable transformation can be applied to the inputs for improving the
precision of the predictive models.

Variable selection is useful when you want to make an initial selection of
inputs or eliminate irrelevant inputs. It can also help identify non-linear
relationships between the inputs and the target.



Variable Transformation

There are several variable transformation methods that can be applied to the
input variables such that the precision of the predictive models can be
improved.

However, we cannot know which variable transformation methods will produce
the most accurate models.

Therefore, it is a good idea to try a number of different variable transformation
methods techniques on the data and in turn create many different models to
test it.



Variable Transformation

In Weka, it provides filters for variable transformation.

o Supervised Filters: That can be applied but require user control or make use of the
class information in some way. Such as rebalancing instances for a class.

o Unsupervised Filters: That can be applied in an undirected manner. For example,
discretize the numerical attributes or rescale all values in the attribution to the range
Oto 1.

In this tutorial, we will use the Unsupervised Filters.



Variable Transformation

Under these two filters, there are two groups:

o Attribute Filters: Apply an operation on attributes or one attribute at a time.

° Instance Filters: Apply an operation on instances or one instance at a time.

In this tutorial, we will mostly deal with the Attribute Filters.



Variable Transformation

Discretize Numerical Attributes

Some machine learning algorithms prefer to work with discrete attributes rather than
real-valued attributes.

For example, decision tree algorithms can choose split points in real-valued attributes
but are much cleaner when split points are chosen between bins or predefined groups.

Discrete attributes are those that describe a category, called nominal attributes. Those
attributes that describe a category that where there is a meaning in the order for the
categories are called ordinal attributes. The process of converting a real-valued
attribute into an ordinal attribute or bins is called discretization.



Variable Transformation

& Weka Explorer

Click Choose, under

Freprocess ] Clagsity TCIusnel T.&ssuﬂale T Seled atnbutes T Visualize ]

[ Cpenfile.. j [ OpenURL... ] t OpenDB... | [ Generate... J Unda | Edit.. ] | Save.. j
filters->unsupervised->attributes, |= | ‘
ﬂm_ a [ Apply | Stop
. . d ¥ (& filtars i
- | | AFiter SELEEL L
Se I ECt D I SC ret I Ze [) rauttiFiter Aributes: 17 i Mame: age Type: Numaric 1
| [ RenameRelation um of weights: 4521 | Missing: 0 (0%) Distinct 67 Unique: 4 {0%)
A > [ supenised Statistic Value
- - [.E[;‘Z:';E[;':” Mirimum 7
[ aag Pattern :::;n o gj.ﬁ
[ Addciuster StaDey 10.576
| *| AddExpression ~ :
[ Agaip
[ aodnoise
[ AddUserFields
| " acdvalues L J
[ caresianProduct -
[ Center | Class:y Mom) ,v][ Visualiza All ]

El ChangeDateFormat
|5 ClassAssigner

[ ClusterMembership
[ copy

| | Discretize

——eritiieds
El FingdDictionanySring ToWordvector L
E| InterquartileRange L4

| Fifer.. | | Removefiter | | Close |




Variable Transformation

Click on the text near Choose, you can © ke ol

CO nfig u re th e Setti ng Of th e m eth Od JPlepmcess T Classify T Cluster Tﬁssociate TSeIect attributes T Visualize ]

[ Openfile... J l Open URL... J l Open DB... J l Generate... J Undo

Filter

( Edit...

] [ Save... J

[Laoply | stop

\
Choose | Discretize -8 10-M 1.0 -R firstlast -precision Y

Current relation Selected attribute

-

Relation: bank Attributes: 17 Mame: age
Instances: 4521 Sum of weights: 4521 Missing: 0 (0%)

Distinct: 67

Type: Numeric
Unique: 4 (0%)

Attributes Statistic

Value

Minimum
y Maximum
J Mean
StdDev

[ All J l Mone J l Invert J [ Pattern

Mo. | | Name

2] job
3 [ marital
4 [_] education

19

a7
4117
10.576

5[] default

6 | balance r
7 [] housing lCIass. y (Nom)

|v)| visualize Al |

g [ loan

9 ] contact
10 ] day
11 L] menth
12 [_] duration
13 ] campaian
14 ] pdays
15 [ previous
16 ] poutcome
17y




Variable Transformation

Here is the configuration of Discretize

attributesindices means specify range of attributes to
act on

binRangePrecison means the number of decimal places
for cut points to use

bins means humbers of bin

€ weka.gui GenericObjectEditor
weka filters.unsupervised.attribute Discretize

About

the dataset into nominal attributes.

An instance filter that discretizes a range of numeric attributes in More

| Capabilities |

attributelndices  first-last

pinRangePrecision &

bins 10

debug [ False

desiredWeightOfinstancesPerinterval  -1.0

doNotCheckCapabilities | False

findMumBins | False

ignoreClass |False

makeBinary |False

spreadAttributeVWeight | False

useBinNumbers | False

[
[
[
invertSelection | False
[
[
[
[

useEqualFrequency |False

J|

Cancel




Variable Transformation

You can move the mouse cursor on the
configuration' s attributes to see the meaning of it.
€ Weka Explores

O
b

me T Classity T Cluster T assocl| & weka.gul GenericObjectEditor x
wekafilters.unsupendsed attribute.Discretize e -
[ Openfie.. ] [ Open URL.. Edit... J | Save., J
About
Fitter 1
Aninstance filter that discretizes aranga of numearic atiibules in More - ]
Choose |DFDCMI=‘JB -B10-M-1.0-R1 the dataselinta nominal stributes. |l Apply Stop
Capabilities
Current relation J
)
Relation: bank Type: Numearic
Instances: 4521 afiribaneindices | first-last Unique: 4 (0%)
Aftributes binRangePrecision & Value
: : The numBber of decimal placas for cul poinls 1o use when generating bin labels |
l Al ] [ Mong 1 T L) 2117
. 10576
Mo, Hame debug | False |'}
2] job desiredWeightOfinstancesPernterval  -1.0
3 [ marital
4[] education doNotCheckCapatiliies | Falze ﬂ
5[] defautt
& L] balancs findMumBins | False v
7 [ housing L d "'][ Visualiza Al ]
8 ] loan :
9 [ conlac ignoreClass | False 7
10 [ day
11 ] month inveriSelection | False |
12 [ duration
13 ] campaign makeBinary | False ﬂ
14 E pdays
15 (&) previgus spraadattibuteWeight | False s
18 [_| poutcome g ant ]
170y useBinNumbers | False 7
Rl ussEqualFrequency |False ) g s s g s s

&

J e J | ﬁw#m




Variable Transformation

Let's leave the setting as default and
click OK

Then, click apply.

£ Weka Explorer

J Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]

[ Openfile... J l Open URL... J l Open DB... J l Generate... J Undo

Filter

( Edit...

] [ Save... J

.

p

7 )

l Choose J|Discretize-El1D-M-1.D-Rﬂrst—last-precision6

C o] sw

Current relation Selected attribute

Relation: bank Attributes: 17 Mame: age
Instances: 4521 Sum of weights: 4521 Missing: 0 (0%)

Distinct: 67

Type: Numeric
Unique: 4 (0%)

Value

Attributes Statistic
f Minimum

[ All J l MNone J l Invert J [ Pattern J m:;:r:num
StdDev

Mo. | | Name

2] job
3 [ marital
4 [_] education

19

a7
4117
10.576

5[] default

6 | balance r
7 [] housing lCIass. y (Nom)

|v)| visualize Al |

g [ loan

9 ] contact
10 ] day
11 L] menth
12 [_] duration
13 ] campaian
14 ] pdays
15 [ previous
16 ] poutcome
17y




Variable Transformation

Now, you can see the attribute age is JO'- R _— -0
. . . Preprocess | Classify | Cluster | Associate | Selectatiributes | Visualize
d Iscretlzed to 10 bInS a nd you Ca n See the [ Openfile... J [ Open URL... J [ OpenDB... J [ Generate... J [ Undo J [ Edit... J { Save... J
range of each bin in this panel - )
[ Choose ]|Discretize-El1D-M-1.D-R firstlast -precision 6 “WJ Stop

Current relation

selected atlrimtf\

Instances: 4521

Attributes

Relation: bank-weka filters.unsupenised.attribute Dis...

Aftributes: 17
Sum of weights: 4521

e age Type: Morm
» issing: 0 (0%) Distinct: 10 Unigue: 0 (0%)

Count

| weignt

AN

Remaove

Status

/ No. | Labe
/ 1 1 '[-inf-258] 111 111.0 R\
1 [ [ y 2 '[25.8-32E) 944 9440
L Al J None || ivet || Patem/ | 3 '(326-30.4] 1235 12350
4 '(39.4-46.2) 869 869.0
5 "(46.2-53T T0G6 T06.0
6 °(53-59.8T 432 4820
2] job 7 '(59.8-66.6] 100 100.0 /
3 ] marital 8 '(66.6-7341 36 36.0
4[] education N 9 :(73.4—_30 2r 30 30.0 7
5[] default \\ SR e a oo )
6 ] balance , ' A
7 [ housing lClaBM Visualize All J
8] lean
9] contact
10 [] day 1235
11 ] month
12 [_] duration
13 ] campaign
14 ] pdays
15 ] previous
16 (] poutcome
17y
I - — i P

1[0 ) o




Variable Transformation

Convert Nominal Attributes to Dummy Variables

Some machine learning algorithms prefer to use real valued inputs and do not
support nominal or ordinal attributes.

Nominal attributes can be converted to real values. This is done by creating one
new binary attribute for each category. For a given instance that has a category
for that value, the binary attribute is set to 1 and the binary attributes for the
other categories is set to 0. This process is called creating dummy variables.



Variable Transformation

€3 Weka Explorer - ] .
. _I-Prip_mmss] Classify TCIuster Tassudale T Select atiibutes T wsuallze]
Click Choose, under . _ _ _
| open filg.. || openuRL. || Open DB.. | Generate.. | Unda | Edit.. | | Save.. |
. . . Filter
filters->unsupervised->attributes, . = G ] oo |
[ AddUserFields . Apotju i sip
select NominalToBinar ‘ B ot ) (memdae *
1 '| CarteslanProduct
y [ Centar Attributas: 17 Name: age Type: Mumeric
| B ChangsDaweromat um of waights: 4521 Missing: 0 (0%) Distinct. 67 Unigue: 4 (0%)
A | 7 classAssigner Statistic Valug
i [ clusterremsership 1 | Minimum 19
[ copy Maxirmum ar
El DrateTaMumernic L Mean :1'1?
I_Ll Discratize StdDev 0578
[ FixedDictionansString ToWaordvectar
El InterquartileRange
]
[ makeinaicator _ _
[ MathExpression | Class! y (Mom) 1’“ Visualize Al |

El MergelnfrequanitlominalValues
|_"| MergeManyValues
.---:‘ e =t

[ MumernicCleanar
[ MumercToBInamy
El MumericTeDate b

L irT, . L T

| Fifter. | | Removefiter | | Close |




Variable Transformation

In the configuration, set the attributelndices to
2 as this time we only want to transform the
job attirbute, then Click OK

€ weka.gui.GenericObjectEditar >
weka filters.unsupenised. attribute. NominalToBinary

| About

Converts all nominal attributes into binary numeric attributes. - Mare .

Capabilities
attributelndices I.'Z

Click Apply

binaryAttributesMominal [ False | 'r]
debug [ False | r]
doMaotCheckCapabhilities l False | r]
invertSelection | False v
spreadAttributeVWeight l False | r]
transformAllvalues | False v

{ Open... J l Save... J l OK J { Cancel




Variable Transformation

Now, you can see the job attribute is split into o S

_[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]

12 new attributes where each of it denotes an |

l Openfile... J l Open URL... J l Open DB... J [ Generate... J l Undo J l Edit... J l Save... J
instance belongs to that occupation or not o S
| cheose J|NuminalTuBinary-R2 |[ Apply | Stop
;Currem relation § 'Selecled attribute
Relation: bank-weka filters . unsupenised.attribute. Mo... Attributes: 28 Mame: job=unemployed Type: Mumeric
Instances: 4521 Sum of weights: 4521 Missing: 0 (0%) Distinct: 2 Unigque: 0 (0%)

For example, job=unemployed, O denotes not [ [e

Minimum 0

unemployed, 1 denotes unempolyed. The s T T e
count of 0is 4393 and the countof 1is 128

/ 0.166
No/ | |Name \ |
1[ ] age
2 B job=unemployed
3 [ job=senices
4[] job=management

, 5[] job=blue-collar
6 [ job=self-employed , _ ——— )
7 [ job=technician lCIa.ss.y(Nom} |']l Visualize Al J
8 [] job=entrepreneur
9 ] job=admin.

10 [_] job=student
11 ] job=housemaid
12 [_] job=retired
13 [ job=unknown
14 [_] marital
5 ] education
16N _default

Remove

D0 D 0 @ 00 D 0 D 00 0 00D 0 0D 0 00 000 0 0 0 0 wm
5 .'_

i 0.4
Status

[OK 1.'—09.‘”‘0




Gradient Descent with and without feature scaling

>91

The MSE cost function for a Linear Regression model has the shape of a bowl, but it can be an
elongated bowl if the features have very different scales.

The figure above shows Gradient Descent on a training set where features 1 and 2 have the same scale

(on the left), and on a training set where feature 1 has much smaller values than feature 2 (on the
right).



Variable Transformation

Standardization

Standardization is the process of rescaling one or more attributes so that they
have a mean value of 0 and a standard deviation of 1.

Standardization assumes that your data has a Normal distribution. This does not
strictly have to be true, but the technique is more effective if your attribute
distribution is Normal.



Variable Transformation

The formula is given below.




Variable Transformation

& Weka Explorer

| Preprocess | Classity | Cluster [ Associate [ Select atnibutes | Visualize |

Click Choose, under

| Openfie. ||  OpenURL. | l

Open DB...

J

Generate...

J

Edit...

Save... j

Filter

filters->unsupervised->attributes,

[ obfuscate

El OrdinalTeMumeric

| %) PartiicnedMultiFitter

[ PrIDISCretize

[ PrincipalComponants
E| RandomPrajection

| %) RandomSubset

| Remave

[ RemoveByHame

E| RemoveType

| “) Remaovelselass

|") Renamessrioute

[ RenameMominalvalues
E| Rearder

| “| ReplaceMissingValues
|| ReplaceMissingWithUiserConstant N
[ ReplacewinMissingValua

i

il

select Standardize

k-3

mal
[ stingTowardvector
E| SwapValues
| %) TimeSenesDelta

oty | ctop

r p|

Aftributes: 17
um of waights: 4521

Salected attribute

Hame: balance
Missing: 0 (0%)

Distinet 2353

Type: Numearic
Unique: 1493 (33%)

Statistic

| Value

[ TimesenesTransiate
K]

> [ﬁ inslance 'f

Lot | memoster | [ gose |

Pattermn

I

Minimwurm
Maximum
Wean
StdDey

-3313
71188

14226558
3009538

/

| Class: y (Nom)

[7|| wisualize ail |

B k]

T
AT S

1
ERR b




Variable Transformation

No setting is required in the configuration,

Slmply C“Ck OK € weka guiGenericObjectEditor >
weka filters unsupernvised attribute Standardize
About
Then, click Apply . . |
Standardizes all numeric attributes in the given dataset to have l More J
Zero mean and unitvariance (apart from the class attribute, if - .
set), | Capabilities |
debug [False |']
doMotCheckCapabilities [False |']
ignoreClass [False |']
[ Cpen... J [ Save... J [ Ok J l Cancel J




Variable Transformation

Now, you can see the age attribute is rescaled. |¢ e — —
. . . . Preprocess | Classify | Cluster | Associate | Select attributes | Visualize
The mean is 0 and standard deviation is 1.

[ Openfile... J [ Open URL... J [ OpenDB... J [ Generate... J [ Undo J [ Edit... J [ Save... J

Filter
p

{ Choose ]|Standardize “ Apply J Stop

Current relation Selected attribute

Relation: bank-weka filters.unsupervised.attribute No... Attributes: 17 N ~age e: Numeric
Instances: 4521 Sum of weights: 4521 sing: 0 (0%) Distinct: 67 Uniqudsd (0%)

Aftrbutes /| statistic | value N\
[ Minimum -2.096
[ All J l Mone J l Invert J l Pattern J ::J:rr]num jj333

\ StdDev 1

MNo. | | Name

2] job

3 ] marital
4[] education
5] default \
2% 'ﬁﬁ'fsn.?z | class: y (Nom) |7 visuatize Al |
8] loan

9 ] contact
10 [] day

11 L] month

12 [ duration
13 ] campaign
14 [] pdays

15 [ previous
16 [_] poutcome
170y




Variable Transformation

Normalization

Data normalization is the process of rescaling one or more attributes to the
range of 0 to 1. This means that the largest value for each attribute is 1 and the
smallest value is O.

Normalization is a good technique to use when you do not know the distribution
of your data or when you know the distribution is not Normal distribution. Also,
some machine learning algorithms are sensitive so the scale of the data, rescale
the data into a range of 0 to 1 can lower the effect of scale.



Variable Transformation

This is also called min-max normalization, the formula is given below.

L — Lmin

Lscaled —

Lmar — Lmin




Variable Transformation

& Weka Explorer > o i
. _[Prﬁnmms T Classify T Cluster T Assoclate T Select atributes T wsuallze]
Click Choose, under _ , . \ , _
[ Open file... J [ Open URL... ] | Open DB, | I Generate ., | [ Undo J | Edit... ] | Save... |
. . . Fmr
filters->unsupervised->attributes, [’ = — *
[ SlusterMemsership : “ Aoply o ]
. [ copy : |
select Normalize . ) DateTonumere etected atihue -
| Discretize Affributes: 28 Mame: balance Type: Numeric
[ Firstorder um of weights: 4521 Missing: 0 (0%) Distinet 2353 Unigue: 1497 (33%)
p |:| FixedDictionanStingTeWordVeclor Staistic re—
= B InferquarileRange Minimem 3113 I
Maimum 71188
[ Makeingicatar h Pattem Mean 1422658
[ MaExpression StdDev 3009638

E| Mergelnfrequantbominalvaluas
MergeManyValues
MergeTwovalues

o a T
MumenicToBinary
MumericToDals
|_"| MumernicToMominal
[ rumericTranstorm
[ obuscate

E| CrdinalTeMumeric

| | PartitionedtuttiFitter
[ PrIDIS Cretize

[ PrincipalComponants

e
v

Lt | ssravw st | | o

5

I

h

| Class:y (Mam)

v|| visualiza an ||

The chosen atribute will also be used as the dass attibute whan a kil

Bk

T
JET s

ERR T




Variable Transformation

In the configuration, the scale and translation
mean the maximum and minimum value after
normalization where the default value is 1 and

€ weka gui GenericObjectEditor =

weka filters.unsupernvised. attribute Mormalize

0 respectively. We leave it as default. Click OK Aot
INnrmaIizes qll numeric values in the given dataset (apar from More
the class attribute, if set). MJ
Then, click Apply sebug [pae |']
doMotCheckCapahbilities [False |']
ignoreClass [False |']
scale I1.IIJ

translation IU.U

[ Open... J l Save... J l (8] J l Cancel J




Variable Transformation

Now, you can see the balance attribute is
rescale into therange of 0 to 1

G weka

— O X
_[ Pleplm:es‘.sT Classify T Cluster T Associate T Select attributes T Visualize ]
{ Openfile.. J l Open URL... J l Open DB.. J l Generate... J l Undo J { Edit... J l Save... J
Filter
[ | Choose |Normaiize -5 1.0-T 0.0 | aepy | siop
Current relation Selected attribute
Relation: bank-weka filters.unsupervised.attribute.No.. Attributes: 28 Name: balance Type: Numeric
Instances: 4521 Sum of weights: 4521 Missing: 0 (0%) Distinct 2353 Unique: 1493 (33%)
Attributes . Statistic Value
[ Minimum ]
Maximum 1
l All J l Mone J l Invert J l Pattern J Mean 0.064
StdDev 0.04
No. | |mName |
T TeT=TreToTTETT <
12 [] job=retired
13 [ job=unknown
14 [ marital
15 [ education
16 [ default : : -
Class: y (MNom) ¥ || Visualize All
18 [ housing { | ]l J
19 D loan
20 (] contact
21 ] day
22 [ month
23 [ duration
24 [ campaign
25 [ pdays
26 [ previous
27 [ poutcome
26y L]
Remaove
—
| — T 1
i T3 1
Status ( I
e ———— L —
OK




Variable Transformation

This normalization does not affect the distribution of the data. For example, look at the graph of
balance attribution, the shape is the same after performing the normalization.
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What is Decision Tree?

A decision tree is decision making tool using a tree-like graph or model of
decisions and their possible consequences such as event outcomes, resource

costs, and utility.

All the conditional control statements used in the decision tree can be displayed
for easily understand the logic behind it.




What is Decision Tree?

A decision tree is a flowchart-like structure contains these components:

o each internal node represents a “test” on an attribute (e.g. whether a coin flip comes
up heads or tails)

o each branch represents the outcome of the test

> each leaf node represents a class label (decision taken after computing all
attributes).

The paths from root to leaf represent classification rules.



What is Decision Tree?

Node 1: Root node: Responders = 708,
This is an example of a decision tree for the Ia copendon x 6444, Tl 152
target variable response. This variable has two Pt hoinis (=008,
labels: 1 for response and O for no response. ,
l_ Income _l
Each node determine which attribute should be <$2ik Zsfk
used for splitting the dataset based on the Node 2 Node 3
information gain. In this example, Node 1 uses Tont = 3115, PL 20,08 02092 . L 20113, PO- 0.887. rof under decision 1 = 0243,
Income as splitting attribute, <$25k go to Node Bl e o . i PRI

2 and >= $25k go to Node 3. | i

l— Age —l l— Credit score —l

<35 > 35 < 540 = 540
; = v
There are 4 leaf nodes (Node 4-7) for determine 3 3 v
the pr‘ed |Cted |a bel. Node 4(Leafl: group 1) Node 5 (Leaf 2: group 2) Node 6 (Leaf 3: group 3) Node 7 (Leaf 4: group 4)
Responders = 100 Responders = 151 Responders = 226 Responders = 231
Non-responders =1338 Non-responders = 1530 Non-responders = 1944 Non-responders = 1632
Total = 1438 Total = 1681 Total = 2170 Total = 1863
P1=007 ,P0=93 P1 =009, 6P0= 91 P1=0.104,P0= 896 P1=0.124 P0= 876
Decision Profit Deciston Profit Decision Profit Decision Profit
1 -0.23 1 -0.01 1 0.144 1 0.364
2 0 2 0 2 Q 2 0
Decision 2 Decision 2 Decision 1 Decision 1
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