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§ What is Neural Network?
§ Building Neural Network with Weka
§ Interpreting output (evaluation metrics)
§ Visualizing Neural Network using GUI (graphical user interface)
§ Clustering Algorithms with Weka

25-min Neural Network demo 
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25-min Clustering Demo & Assignment 2
20-min Practice, QA 



What is Neural Network?
Neural Network is a machine learning model inspired by the biological neural 
networks that simulate what our brain does.

Neural Network has several components including the Input Layer, Hidden Layers 
and Output Layer:

(1) Input Layer denotes the input variables that will be fed into the network, 

(2) Hidden Layers are the computation layers (or parameters) that will be trained, 

(3) Output Layer denotes the output of the model. For example, the class label in 
classification task or the real number in regression task.



What is Neural Network?
A typical neural network model can be represented as follow:



What is Neural Network?
Activation function



What is Neural Network?
Activation function



What is Neural Network?
Typical non-linear activation functions



What is Neural Network?
Typical non-linear activation functions

(Hyperbolic Tangent)



What is Neural Network?
Typical non-linear activation functions



What is Neural Network?
In this figure, the network with this structure is called Feed-Forward network or 
Multi-layer perceptron. Neural network is essentially matrix multiplication+activation funtion



What is Neural Network?

For 𝑙 = 1,2,3… .Forward 
propagation



What is Neural Network?
Difference in desired values is evaluated using 
the cost function.

For example, for regression

For classification, cross entropy loss function

Backpropagation: optimizing 
parameters  

𝑤! = 𝑤!"# − 𝜂 $%
$&!"#

k means the kth interation



What is Neural Network?
A general training procedure: 

Generally, we input b samples in the forward process. b is also called the batch size. 



What is Neural Network?
There are some advanced neural networks with special structure. For example, 
the recurrent neural network (RNN) that can be used to handle time-series 
(weather of each day) or sequential data (text). Or convolutional neural 
network (CNN) that is widely used for handling image.

Recurrent Neural Network Convolutional Neural Network



Neural Network in Weka
In this tutorial, we will focus on building the Multi-layer perceptron using Weka.

You can use Weka to easily construct a neural network and it will help you to 
configure most of the setting of it like the activation function and cost function.

All you need is to prepare the data for it.



Preparation for building Neural Network
Before constructing our neural network, again, we first need to prepare our 
training data.

Open Weka, choose Explorer in the Weka GUI Chooser



Preparation for building Neural Network
Click Open file, then open the bank-
additional.csv used in the Assignment 1

Again, please 
remember to change to CSV data 
files(*.csv) in file type.



Preparation for building Neural Network
Now, data is loaded into Explorer. 

And then we can perform feature 
engineering before building the 
Neural Network but this time we 
simply use the original dataset to 
do it.



Building Neural Network
Click Classify

Click Choose



Building Neural Network
Under

classifiers->functions

select MultilayerPerceptron



Building Neural Network
Click on the text near Choose 
to access to the configuration





Building Neural Network
Here is the configuration of Multilayer Perceptron.

The default value of HiddenLayers is “a” which means 
Weka will help you to setup the hidden layers. You can 
also specify how many layer and how many nodes of 
each hidden layer. For example, type in 10,5,2 means 3 
hidden layers with 10, 5, 2 nodes respectively.

trainingTime means how many iterations we want to 
train through. Let set it from 500 to 100.

Then, click OK



Building Neural Network
In the Test options here, we 
simply use percentage split 80% 
as our testing option.

Using 80% of the dataset for 
training and 20% for evaluation



Building Neural Network
l Click Start to start our neural network training 

l Since neural network requires much more computation power compared 
with decision tree and logistic regression. We need to wait Weka to train our 
model. The training time depends on the number of parameters (number of 
layers and number of nodes in each layer), number of iterations and number 
of data we have.



Interpreting the output

1. architecture of the network                                             2. . Nominal Attributes are converted to Dummy Variables

Node 0

Node 1

threshold

Node 2

Node 32

Node 34

threshold

Attrib age

Attrib nr.employed



Interpreting the output
After the training is finished. The 
result is shown on the 
right panel.



You can omit these evaluation metrics in the 
red rectangle since they are generally used for 
the evaluation of regression model instead of 
classification model. 

Why not use mean squared error for classification problems?

The RMSE can be 
calculated by taking the 
square root of above 
mentioned Mean 
Squared Errors (MSE) / 
L2 Loss.

The MSE in the Case1 and Case 2 is 0.768 and 0.62 respectively.
Although, Case 1 is correctly predicting class 1 for the instance, the loss in Case 1 is higher than the loss in 
Case 2.



The class of interest is usually denoted as 
“positive” and the other as “negative”.
So in this task, yes should be positive or 
negative? 
yes: client subscribed a term deposit
no: client does not subscribe a term deposit



Confusion matrix



If class no is the positive class, this row
TP=695, FN=31,FP=59,TN=39

TP Rate = TP/(TP+FN) = 695/(695+31)=0.957
FP Rate = FP/(FP+TN) = 59/(59+39) = 0.602
Precision = TP/(TP+FP) =  695/(695+59) = 0.922
Recall = TP Rate
F-Measure= 2*Precision*Recall/(Precision+Recall) = 
1.765/1.879=0.939 

Refer to this link: https://classeval.wordpress.com/introduction/basic-evaluation-measures/

If class yes is the positive class, this row
TP=39, FN=59,FP=31,TN=695

Weighted Avg. TP (695+31)/824*0.957 
+(59+39)/824*0.398 =  0.891



Using which metric to judge two classification models?
It depends on the task

Accuracy is usually not a good metric when the dataset is unbalanced (as bank-additional)

In cancer detection system (Check whether a person has cancer), recall is a better evaluation 
metric. (A higher recall means more cancer patients have been detected)

In email detection system (Detect whether it is  a spam email), precision is a better evaluation 
metric. (We would rather mark spam as normal mail than put normal mail directly into the 
dustbin)

Under what circumstances F1 OR ROC is better?

https://www.analyticsvidhya.com/blog/2020/10/how-to-choose-evaluation-metrics-for-
classification-model/



Save Neural Network Model
Suppose we want to save the trained 
multilayer perceptron model.

  In the result list, right click the model

Click Save model

Select a location and enter a filename 
such as mlp, click 

Save Our model is now saved to the 
file ”mlp.model".



Load Neural Network Model
Suppose we want to use our 
trained model to make 
prediction. 

Right click on the Result list and 
click Load model, select the 
model saved in the previous 
slide ”mlp.model".



Load Neural Network Model
Now, the model is loaded, and 
we can see some information on 
the right panel.



Evaluate Model on New Data
We want to evaluate our model 
on a new dataset.

Select the Supplied test set 
option in the Test options pane.



Evaluate Model on New Data
You can use the RemovePercentage filter to split a 
dataset. ("bank-additional-test.arff")



Evaluate Model on New Data
Click Set, click the Open file on the options window and select the new dataset 
we just created with the name "bank-additional-test.arff". 

For the Class, select y 

Then, Click Close



Evaluate Model on New Data
Right click on the list item for 
our loaded model in the 
Results list.

Choose Re-evaluate model on 
current test set



Evaluate Model on New Data
After the evaluation is 
finished. The result is shown 
on the right panel.



Building Neural Network using GUI
Let us investigate more configuration of 
the neural network.

Change GUI from False to True. This will 
provide a GUI windows after clicking 
Start.

Click OK to close the configuration.



Building Neural Network using GUI
Leave other setting as the same 
as previous slides.

Click Start



Building Neural Network using GUI
You can click Start to start training.



Building Neural Network using GUI
You can click Stop to 
stop training.

Also, the current epoch 
and error per epoch will 
be updated continuously
after each epoch.



Building Neural Network using GUI
You can click Accept to finish 
training although the training has 
not reached the 100 epochs.



Building Neural Network using GUI
After you click Accept, the result 
will be shown on the right panel, 
just like previous slides.



Building Neural Network using GUI
As mentioned in previous slides, you 
can specify the number of hidden 
layers and the nodes of each layer. If 
you turn on the GUI mode, you can 
easily to verify it.

Let's change the hiddenLayers to 5,3,2

Click OK



Building Neural Network using GUI
After clicking Start, you can see now 
your network has 3 hidden layers 
where 5 nodes in layer 1, 3 nodes in 
layer 2 and 2 nodes in layer 3.



Remarks on Neural Network
The performance of the neural network can be easily affected by the setup of 
the hyperparameters. The hyperparameters include the number of hidden 
layers, number of nodes, learning rate, momentum, batch size, etc. To achieve a 
better performing neural network always requires tons of hyperparameters 
tuning. You can play with different hyperparameters setting and investigate 
which combination can achieve a better result.



20-min practice, QA



Clustering Algorithms with Weka
A clustering algorithm finds groups of similar instances in the entire dataset. 
WEKA supports several clustering algorithms such as EM, FilteredClusterer, 
HierarchicalClusterer, SimpleKMeans and so on. You should understand these 
algorithms completely to fully exploit the WEKA capabilities.

As in the case of classification, WEKA allows you to visualize the detected 
clusters graphically. 



Clustering Algorithms with Weka
After loading data into Explorer, click Cluster. 

If the dataset has a label, you need transform the label to 
nominal attribute (if the label originally is a numeric attribute)

Click Choose

Under clusterers choose EM



Clustering Algorithms with Weka
Set the numClusters to 2.

In the Cluster mode sub window, 
select the Classes to clusters 
evaluation option.

Click on the Start button to 
process the data. After a while, 
the results will be presented on 
the screen.



Clustering Algorithms with Weka
From the output screen, you can 
observe that −

There are 2 clustered instances 
detected in the database.



From the output screen, you can 
observe that −

For the nomimal attributes, each 
type of a specific attribiute is 
assigned a value.

For the numerical attributeds 
some statistics like the mean and 
standard deviation are given.



Visualize Clusters with Weka
To visualize the clusters, right click 
on the EM result in the Result list. 
You will see the following options 
−

Select Visualize cluster 
assignments.



Explain Assignment2



20-min practice, QA


