IEEE TRANSACTIONS ON SPEECH AND AUDIO PROCESSING, VOL. 11, NO. 6, NOVEMBER 2003 757

The Use of Belief Networks for
Mixed-Initiative Dialog Modeling
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Abstract—This paper proposes the use of Belief Networks (BN) wise guidance for the user through an interaction. At each step,
for mixed-initiative dialog modeling. The BN-based framework the model elucidates what the user may say or input into the
was previously used for natural language understanding, where gygtem The system-initiative model does not permit deviations

BNs infer the informational goal of the user’s query based on its f th t fint fi but h tricti |
parsed semantic concepts. We extended this framework with the TOMNE Pre=Set COUISE O INtEraction, bUL SUCH TESLACIONS aiSo

technique of backward inference that can automatically detect help attain high task completion rates. Conversely, the user-ini-
missing or spurious concepts based on the inferred goal. This tiative model offers maximum flexibility for the user to deter-
is, in turn, US?d .'[O drive the mixed-in.it.iative dialog model that mine his preferred course of interaction. With this type of in-
prompts for missing concepts and clarifies for spurious concepts. teraction, it may be difficult to elucidate the system’s scope of

Applicability is demonstrated for a simple foreign exchange , .
domain, and our framework’s mixed-initiative interactions were competence to the user. Should the user's request fall outside of

shown to be superior to the system-initiative and user-initiative this scope, the system may fail to help the user fulfill his goal. To
interactions. We also investigate the scalability and portability of ~strike a balance between the system-initiative and user-initiative
the BN-based framework to the more complex air travel (ATIS) models, the mixed-initiative dialog model allows both the user
domain. Backward inference detected an increased number of 44 the system to influence the course of interaction. It is pos-
missing and spurious concepts, which led to redundancies in the _. s - o -
dialog model. We experimented with several remedial measures sible tohandcrafta sophlstlcated mlxed-lnltlgtlve dialog flow,
that showed promise in reducing the redundancies. We also but the taSk IS eXpenS|Ve, and may become IntraCtable fOI’ com-
present a set of principles for hand-assigning “degrees of belief” plex application domains.
to the BN to reduce the demand for massive training data when  Recent research efforts in dialog modeling attempt to reduce
porting to a new domain. Experimentation with the ATIS data |.04ual handcrafting by adopting data-driven approaches. Di-
also gave promising results. S . LT
alog design is formulated as a stochastic optimization problem,
~Index Terms—Belief networks, dialog modeling, mixed-initia- \where machine learning techniques are applied to learn the “op-
tive. timal” dialog strategy from training data. For example, ergodic
hidden markov models have been applied [10], and reinforce-
|. INTRODUCTION ment learning based on a Markov Decision Process [11], [12]
was used to learn the dialog process with states, actions and se-

bility i wricted d ) dth ¢ Jential decisions that is optimal from the perspective of a re-
, ity In many restricted domains, and these range ol q/cost function [13]. This function is dependent on factors
ar trave_l, train schgdules, rg_staurant guides, ferry “”.”e tabl%ﬁbh as user satisfaction, task completion rate, user effort, etc.
electronic automobile classifieds, weather, and e—mayl [1]._[9 " An alternative approach involves the use of Belief Networks
ct'i?,N) for modeling dialog interactions. [14] proposed to use BN
) ' €id - model the mental states of dialog participants and changes
book a flight, reserve a restaurant table, find an apartment G ; :
. N o ) §ithe mental states along with incoming evidence connected to
Dialog modeling in these systems plays an important role in Pterances in a conversation. He argued that the BNs provide

;isting users to achieve their goals effectively. The Sys.t?m'initig'probabiIistic and decision-theoretic framework for modeling
tive dialog model assumes complete control in providing Steﬁ'alog, and the framework is plausible for computational im-

plementation. [15] applied BN to infer the user’s intention and
attention in a mixed-initiative interaction, combined with max-
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sion that is either self-contained or dependent on discourse ct
text. In addition, effective database retrieval for a given infor
mational goal may require a set of necessary attributes. If tt
set of attributes is fully specified in the user’s query, the interac
tion should conclude with successful task completion. Howeve
if there are attributesnissingfrom the query expression, the
mixed-initiative dialog model should automaticafiyomptthe
user for the attribute value. Alternatively, there maysparious
attributes in the query expression—these may be optional .
mbUteS_ _SpeCIerd by the L!SGF Qr _a_tm_bme_s resulting from SpeeﬁE‘. 1. Basic topology for our Belief networks. This topology assumes
recognition errors. The mixed-initiative dialog model should auonditional independence among concepts. The arrows of the acyclic graph
tomatically clarify for such spurious attributes with the userare drawn form cause to effect. This topology is equivalent to the Naive Bayes
Hence prompting and clarification are the dialog acts of foc(Rmulation [24]

in this work. We believe that the BNs offer several advantages ] ]
to our problem. informational goalof the user’s query. Semantic concepts cor-

Y The BN babiliti b ‘ tically trained f respond to the pieces of information that are relevant to the ap-
) e'l bl pr((; ? ! |'|Aest cant. € automatica 3{ L‘?}Te oM lication. An information goal is the service or the information
avaiiable data. Automation €ases portabiiity -acro 3quested by the user. It is assumed that within a restricted ap-

domains and scalability to more complex domains, TI}S?Iication domain, there is a finite set @¥/) semantic concepts

users .|nformat|o_nal goal can be identified by probaés well as a finite set fV) informational goals. The goals;
bilistic inference in the BNs.

. . and concepts’; are all binary, and the concept; is true if
i) The BN topology can also be automatically learned fro%}er Pte-; Y B

training data. The toool ture the int appears in the utterance. Hence, we can formulate the NLU
raining data. 1he topology can capture the Inter-nogs ., qm 55 makingV binary decisions withV BNs, one for

dependencies in the BN, where each node represen Sah informational goal. The BN for go@l; takes as input a set

semantic concept characterizing the knowledge domag} semantic concepts * extracted from the user’s query. The

i) Behlef propagauon_yvnhm a BN corresponds to compy gives thea posterioriprobability P(G|C') and from this the
puting 'the prqbablllty of events that can be. used f%inary decision is made by thresholding. The topology of the
reasoning. This progedure enables agtomahc d.EteCt' \ may assume conditional independence among the concepts
Of. missing 5!”0' Spurious concepts which can d_rlve ”h’?g i.e., there are direct links between the goal and the concept
m|?<ed-|n|t|at|ve_d|alog model. The .procedure IS als?lodes, but no linkages among the concepts nodes. This is equiv-
suitable for belief revision as the discourse evolves Went to a naive Bayes formulation, and is illustrated in Fig. 1.

. the course of the dlqlog Interaction. . . Goal inference based di(G|C) may be computed as shown

v) The I.BN framework is amenable to the optl.onal INcorg, (1) with the conditional independence assumption. As men-
poration of human knowledge should training data foned, this is equivalent to the Naive Bayes formulation and
sparse. For example, the BN topology may be han 1) simply applies Bayes’ rule. We assume that the goais

crafted, learned from training data, or both. Slmllarly§resent ifP(G;|C) is greater than a threshold and that the

BN probabilities may be trained or assigned/refined b oal G; is absent otherwisé. may be set to 0.5 for simplicity

hand according to the developer’s “degree of belief” i

inceP(G; =1 PG; = . Thi [ i
inter-node dependencies. inceP(G; |C)+ P(G; = 0|C). This formulation provides

us with a means of rejecting out-of-domain (OOD) queries—a
We have applied the BN framework to two domain-specific syguery is classified as OOD when all BNs vote negative for their
tems—the foreign exchange domain and the air travel domadrresponding goals. In addition, the formulation also accom-
The systems will be described in the following. modates queries with multiple goals, i.e., when multiple BNs
vote positive. We may also force the selection of a single goal

(even when multiple BNs vote positive) by applying the max-

Il. OVERVIEW OF THE BELIEF NETWORK APPROACH imum a posteriorirule. See (1) at the bottom of the next page.

The proposed approach for dialog modeling extends the B In this work, we use arenhancedtopology for the BN

lief Network (BN) framework previously used for Natural Lan-.tﬁat adds linkages in between concept nodes to model the

guage Understanding (NLU). Details of our NLU frameworlknter'concept dependencies for goal inference. We constrain

aedescred n (18] and e amevcrk shares smilarcylfSehes [0 0Pl0ge 1 beiong o e islfalonhase
tives with related work that strives to automate grammar de- . ' . .
node (with no parents) which represents our gGal Fig. 2

velopment for natural Ianguage understanding [19]-[23]. Th'%ows an example of our enhanced topology. [25] presented a
section presents an overview of our BN-based approach and’its

extensions. Specific applications of this approach to two apprln_ethod for learning such linkages automatically from training

cation domains (foreign exchange and air travel) are presen ea&a .accordlng to the.M.lmm.um DescrlpFlon Length (MDL)
in Sections Ill-V. principle. A brief description is as follows: Every node in the

. : o %N contributes toward the complexity of the network by a
Understanding natural language queries for a specific appll- nitude (to which we also refer as theetwork
cation domain involves parsing the input query into a series P9 network
domain-specifisemantic conceptand from these we infer the 1C represent a concept.
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For trained BN topologies similar to that shown in Fig. 2,
probability propagation for goal inference is more complex than
was shown in (13.We provide a brief explanation here. Take the
BN in Fig. 2 as an example, there are teliques(i.e., max-
imal sets of nodes that are all pairwise linked)a+C1, Cs)
and(G, C3). This is illustrated in the inset of the figure, which

also shows that the cliques can communicate through the sepa-
Fia 2. Trained tonology f Belief networks. This tonol . rator node=. Each clique relates to a joint probabili( G, C).

ig. 2. Trained topology for our Belief networks. This topology capture, - . g
the causal dependencies between the goal and a concept as well as bet\%(%nexajmple' in Fig. 2 the C|IC1L(@9, _017 02) relates to the joint
two concepts. The arrows of the acyclic graph are drawn from cause to efiqafobability P(G, Cy, C) and the cliqud G, Cs) relates to the
Dependencies among concepts are automatically learned from training Jafit probability P(G, Cs). Given a user’s query, we derive the
according to the minimum description length (MDL) principle. The inset sho i .
the cliques of the network. The two cliques &€&, C>, G) and(C3, G). G is V\Sres_e_nce and a_b_sence of _the various Conog'ptand_ u_pdate
the separator node between the two cliques. the joint probability according to (2). The updated joint prob-
ability is eventually marginalized to produce a probability for

goal identification(P*(G))

description length Lower values forL,ciwork reflect lower

network complexities. Each node also contributes toward the p* (a)
accuracy in modeling the data by a magnitudelQfs. (o p- (Gi75) —p (Gil 5) p* (5) _p (G15> A

which we also refer as thdata description length Lower ' P (C)

values for Lq.¢, reflect higher accuracy. Consider the BN @)

for goal G;, with concept node§Cj1,Cj2...Cjn}. For a where

given concept node€’j; in the BN, bothLueiwork @Nd Laata  pr(¢r)  instantiated according to the presence or absence

are functions of the concept node itself, its pareB&sents of the concepts in the user's query:

(Cj;) and their instantiations in the training data. Hence the P(Gi,C) joint probability obtained from the training set;
total description length{ Li.t.1) contributed by a given node P*(G/z'.O) updated joint probability.

is defined ad.total = Lnetwork + Ldata- The total description ~ denotes an updated probability with knowledge
length of a network is the sum of all the concept nodes in the about the presence/absence of the various con-
network. Similarly, the total description length of an arc in cepts in the user's query.

a network is the sum of the two nodes linked by the arc. AS gjq 3 jjjystrates the process of computing the updated prob-
mentioned earlier, the MDL principle aims to find the smples{;b”ity P*(@) for goal identification, using the BN in Fig. 2 as

network that can model the training data most accurately. W@ oyample. A more detailed description is included in the Ap-
used a best-first search that begins by computingthe. for - janqix.

each possible arc that can be added to our pre-defined network
structure. The arcs are sorted in increasing ordek.gf.; to

form the sorted arc list and each arc in the list is paired with . o
the initial network topology(7;) to form a search list of net- We extend the BN framework from NLU to mixed-initia-
work-arc pairs, i.e.,{(T,arc1), (Tp,arcs), ..., (I, arc,)}. tve _d|alog modellng._The main !dea is to enable BN to auto-
These pairs are sorted according to the sum of the total daatically detect missing or spurious concepts according to do-
scription lengths of the original network and the arc. The peﬁpain-specific constraints captured by their probabilities. Should
with minimum description length is popped off the list and thé missingconcept be detected, the BN will drive the dialog
network and arc are combined to form a new topol¢@y), model_topromptthe user for the necessary mforr_natlon. Should
an enhanced topology with minimum description, i.e., thus f&SPuriousconcept be detected the BN will drive the dialog
Tuvior, = Ti. Twpr is then paired with other possible arcs ananod_el toclarify vv_ith the user rega_rdir_1g the unnecessary infor-
the search process continues for a fixed number of iteratioRtion. Automatic detection of missing and spurious concepts
Upon completion of this machine learning process, each gdaachieved by the technique béckward inference

has its own BN with an enhanced topology. We also refer 102k or an introduction to Bayesian Networks and probability propagation, we
this as the “trained” topology. Fig. 2 provides an illustration. refer the reader to [26]

Extension for Dialog Modeling—Backward Inference

PG = 16) =9 - (Ug)’(a, 1)
M
[1 P(Ck|Gi =1)P(G; = 1)
M k=1 _ .
[1 P(CilGi = 0)P(G; = 0) + [] P(Cy|Gi =1)P(Gi =1)
k=1 1T
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Assume we know C;=1, C,=1, C;=0 from the user’s query, we would
like to find the probability of G=1 for the query as follows:
Update the joint probability in the first clique. Since C; is present,

PXC,=1)=1
P*(C, =1,C,=1,G=1)=P(C, =1,C, =1,G=1)
\
Since C; is known, we obtain P*(C,=1, G=1) from P*(C,=1, G=1, C))
Marginalize P*(C,=1, G) to obtain P*(C,=1)

P*(C, =1)
P(C, =1)

Update the joint probability in the first clique, since C; is present,
P*X(Cy=1)
P**¥C, =1)

P**(C,=1,G=1)=P*(C, =1,G=1
(© )=P*(C, ey

v

Marginalize P**(G=1, C,) tiobtain P*(G=1)

Propagate P*(G=1) through the connecting node G to the second clique

v

Update the joint probability in the second clique with P*(G=1)
P*(G=1)

P*(C,=0,G=1)=P(C, =0,G=1
(e )=P(C, 6D

v

Marginalize P*(C;=0, G) to obtain P*(C;=0)
Update the joint probability in the second clique with P**(C;=0)

because C; is absent

P**(C, = 0)
P**(C,=0,G=1)=P*(C,=0,G=1)—2—"
(€ ) (i D)

Marginalize P**(G=1, C;) to obtain P**(G=1)

Fig. 3. Flow chart illustrating probability propagation through the trained Belief network topology as Fig. 2, for inferring the informatiGhlzgessdd on the
input conceptg”;, Cs, andCs.

Backward inference involves probability propagation withimvhere
the BN. Having inferred the informational ga&¥; ) for a given P*(Gy) is updated from instantiating the goal node;

user’s query, the goal node of the corresponding BN is instanti—p(g G,) joint probability of the clique obtained from the
ated (to either 1 or 0) to test the network’s confidence in each of training set;

the input concepts. If the BN topology assumes conditional in- _, - . .
dependence among the concepts, the updated probability of thg (€, Gi) updated joint probability of th_e clique. o
concepts will be simply’(C;|G). However, in our BN inwhich ~ Based on the value df*(C;), we make a binary decision (by
the concepts depend on each other, the updated goal probabiftfgsholding) regarding whethéy; should be present or absent.
P*(C;) will propagate to update the joint probabilities of eaci NS decision is compared with the actual occurrence’pin
clique P*(C, G;). Thereafter we may obtain eadt (C;) by the user's query. If the binary demsu_)n |nd|_cates ashould
marginalization. This procedure is described by (3), and it ¢ absent but it is actually present in the input query, the con-

similar to the procedure described by (2) for updating conceffPt is labeled spurious and the dialog model will invoke a clar-
probabilities ification act. If the binary decision indicates thaj should be

. present but it is absent from the query, the concept is labeled
P (Gi) missing and the dialog model will invoke a prompting act. In
P(Gi) Section Ill, we demonstrate the applicability of this BN-based

dialog model to a spoken language system in the foreign ex-
3For a detailed illustration of this computation, please refer to the Appendizhange domain.

P* (5, G,) =P (5|G1) P*(G;)=P (5 Gi)
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I1l. APPLICABILITY TO THE CU FOREX &STEM
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TABLE |

. . o . DIRECTED DIALOG (DD) INTERACTION BETWEEN THE CU FQREX
We have chosen to investigate the feasibility the BN-based diSvstem AND THE USERREGARDING AN INTERESTRATE INQUIRY. NOTICE

alog model within the context of the CU FOREX system [27].
This is a trilingual (English, Putonghua and Cantonese) conver-

THAT AT EVERY DIALOG TURN, THE SYSTEM GUIDES THE USER TO
PROVIDE A SPECIFIED INFORMATION ATTRIBUTE

sational hotline that supports inquiries about foreign exchan(
information. It supports inquiries regarding the exchange rate
between a currency pair, as well as the interest rates for ve
ious deposit duration for a currency. The domain is relativel ger
simple, and is characterized by two query types (or informe System
tional goals—Exchange Rates and Interest Rates); and five ¢

System

main-specific concepts (IWOURRENCYA conceptsTIME DURA- User
TION, EXCHANGE RATE and INTEREST RATH. For database re- System
trieval, there are two domain-specific constraints: User

i) an exchange rate inquiry requires that the currencies to| System
bought and sold be specified;

ii) an interest rate inquiry requires that a currency and a tim User
duration be specified. System

A. Two Interaction Modalities
System

CU FOREX has been made available for experimentation fc
the public since August 1999. We receive a few hundred cal
per month on average. The system currently supports two inte User
action modalities based on SpeechWorks#4.0: System

i) The Directed Dialog (DD) is designed for novice users
This type of interaction guides the user through a sessio User
and elucidates what may be said at various stages of t System
interaction. Table | shows a DD interaction between thi US€r
system and the user. Notice that at every dialog turn, tr System
system guides the user to provide a specific informatio=

Welcome to CU FOREX. Which language
would you prefer, Cantonese, Putonghua or
English?

English

Would you like exchange rates or interest
rates?

Interest rates

Which currency are you interested in?

Hong Kong dollar

Would you like deposit durations for
twenty-four hours, one month.... or one year?
One month

The quotes we provide are for reference only.
The interest rate of the Hong Kong dollar for
one month is XXX.

Welcome to CU FOREX. Which language
would you prefer, Cantonese, Putonghua or
English?

English

Would you like exchange rates or interest
rates?

Interest rates

Which currency are you interested in?

Hong Kong dollar

Would you like deposit durations for
twenty-four hours, one month.... or one year?

attribute.
i) The Natural Language Shortcut (NLS) is designed for

TABLE 1l

expert users who want to expedite the inquiry session NATURAL LANGUAGE (NLS) INTERACTION BETWEEN THE CU FQREX

by uttering a full query, and traverse the entire session
within one single dialog turn. Hence the query may carry
multiple attributes for database retrieval, as opposed to A

SYSTEM AND THE USER REGARDING AN EXCHANGE RATE INQUIRY.
NOTICE THAT THE USER ISABLE TO SPECIFY SEVERAL INFORMATION
ATTRIBUTES WITHIN A SINGLE DIALOG TURN

single attribute per utterance in the DD case. An exampl System
dialog for an NLS interaction is shown in Table II.

B. Belief Networks in CU FOREX User

. . Syst
We developed two BNs, one for each informational goal ystem

Each BN receives all of the five domain-specific concepts a
input. We have also used the trained topology automaticall
learned according to the MDL principle [25]. The training data System
used here consists of 523 transcribed utterances collected frc

the NLS hotline, equally distributed between the exchange rat

and interest rate inquiries. The resulting topology is illustratec System
in Fig. 4. The dotted arrow shows the causal dependenc
between the concept3URRENCY_1and CURRENCY_2learned

from data. This network contains the cliquesoig, CUR- User
RENCY_1, CURRENCY_32, (GOAL, DURATION), (GOAL, EX_RATE) System
and (QOAL, INT_RATE).

Welcome to CU FOREX. Which language
would you prefer, Cantonese Putonghua or
English?

English

What kind of currency information are you
interested in?

I'd like to know the exchange rate between the
greenback and the HK dollar please.

The quotes we provide are for reference only.
Exchange rate. US Dollar to HK Dollar. The
buying rate is XXX. The selling rate is XXX.
Welcome to CU FOREX. Which language
would you prefer, Cantonese Putonghua or
English?

English

What kind of currency information are you
interested in?

Goal inference proceeds as described in Section Il. The de-
cisions across the two BNs are combined to identify the output
goal of the input query. Typical values afposterioriprobabil-
ities obtained from goal inference are shown in Table Ill. The

values are compared with the threshéle: 0.5 for making bi-
ary decisions.

The single asterisk it?*(G) indicates that the probability of

4http:/iwww.speechworks.com goal G has been updated during probability propagation in the
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]
L]
A}

L)

-
[N
~

DURATION

Fig. 4. Trained topology of our BNs in the CU FOREX domain. The EXCHANGE_RATE and INTEREST_RATE BNs have the same topology.

TABLE Il TABLE IV
TYPICAL VALUES OF UPDATED PROBABILITIES OBTAINED FROM GOAL INPUT QUERY IS “CAN | HAVE THEINTERESTRATES OF THEYEN FOR ONE
INFERENCEUSING BNs IN THE CU FOREX DOMAIN MONTH PLEASE?” GOAL INFERENCEIDENTIFIES THAT THE UNDERLYING GOAL

IS Interest Rates. THE GOAL NODE OF THE CORRESPONDINGBN
IS INSTANTIATED, AND BACKWARD INFERENCEPRODUCES P*(C';)
FOR EACH CONCEPT. THESE PROBABILITIES ARE COMPARED WITH THE

User: Can I have the exchange rate of the yen please?

M Inference by the BN for Exchange Rates: THRESHOLD# = 0.5 TO MAKE A BINARY DECISION REGARDING THE
P*(Goal =Exchange Rates) = 0.823 =» goal present PRESENCEABSENCE FOREACH CONCEPT. THE BINARY DECISIONSAGREE
" Inference by the BN for Interest Rates: WITH THE ACTUAL OCCURRENCES OF THECONCEPTS

P*(Goal =Interest Rates) =0.256 =» goal absent
Hence, the inferred goal is Exchange Rates.
User: Tell me about stock quotes
. Inference by the BN for Exchange Rates:

Binary Actual
Concept C; P*(C;) | Decision for | Occurrence for

P*(Goal =Exchange Rates) = 0.14 < goal absent CURRENCY_1 | 0.910
+  Inference by the BN for Interest Rates: CURRENCY 2 | 0.006
P*(Goal =Interest Rates) =0.13 < goal absent DURATION 0.770
Hence, the user's query is considered out-of-domain (OOD). EX_RATE 0.011
INT RATE 0.867
BN. In reality, the P*(G) for this example has been updated
four times actually (once for each clique). A brief example il-
o ually ( lque) 1o SXample GOAL: Interest_Rate

lustrating this process is included in the Appendix, in which the
number of asterisks indicate the number of updates. However, CURRENCY: yen
for the sake of simplicity in the main body of this paper, we use
a single asterisk to indicate that a probability has been updated.
Having instantiated the inferred goal, backward inference veri-
fies the validity of the input query against domain-specific CorFig. 5. lllustration of the semantic frame corresponding to the quéan®l
straints. In this way we can test for cases of missing or spuriotgye the interest rates of the yen for one month please?

concepts, and generate an appropriate system response. Con-

sider the example of an interest rate inquii®an | have the we can use the concept-value pairs to form a semantic frame (see
interest rates of the yen for one month pleasé® instantiated Fig. 5), which can be further processed for database retrieval.
the goal node of the BN (for Interest Rates) to 1, and performedHowever, if the binary decision for a concept disagrees with
backward inference for each input concépto obtainP*(C;). its actual occurrence, a prompt will be invoked to request the
This probability is compared with the threshdld= 0.5 to de- missing concept or to clarify spurious concepts. We illustrate
termine whether the concept should be present or absent (gege two cases by the following examples.

DURATION: one month

equation at the bottom of this page). Case 1)Prompt for a Missing Concept

The probabilities and binary decisions obtained in this ex- Consider the interest rate queigan | have the
ample are shown in Table IV. The binary decision for each con- interest rate of the yen?’Backward inference gives
ceptagreeswith their actual occurrence in the input query. Thus P*(C;) for the concep{DURATION) which equals

5These may be due to speech recognition errors in an integrated spoken dialog 0'7.70' This is greater than the threshéld= 0.5,
system. which suggests that thEOURATION) should be

PO > 6 — (; should be present in the given query with géal
() < f# — (; should be absent in the given query with g6al
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TABLE V TABLE VI
INPUT QUERY IS “CAN | HAVE THEINTERESTRATE OF THELIRA AGAINST THE TASK COMPLETION RATES OF THEORIGINAL CU FOREX S&STEM WITH
YEN.” GOAL INFERENCEIDENTIFIES THAT THE UNDERLYING GOAL IS DIRECTED DIALOG (DD) AND NATURAL LANGUAGE SHORTCUTS(NLS)
Exchange Rates. THE GOAL NODE OF THE CORRESPONDINGBN Is INTERACTIONS, IN COMPARISONWITH TASK COMPLETION RATES FROM THE
INSTANTIATED, AND BACKWARD INFERENCEPRODUCESP*(C';) FOR EACH BN-BASED. THE COMPARISON ISBASED ON 550 DALOG SESSIONS(1
CONCEPT. THESE PROBABILITIES ARE COMPARED WITH THE THRESHOLD SESSION PERPHONE CALL)
6 = 0.5 TO MAKE A BINARY DECISION REGARDING THE PRESENCEABSENCE
FOR EACH CONCEPT. THE BINARY DECISION OF THECONCEPT (INT_RATE) Task Task
FROM BACKWARD INFERENCE(BN OF INTERESTRATES) DOES NOTAGREE ask. ask
WITH ITS ACTUAL OCCURRENCE(SHADED). HENCE (INT_RATE) IS DEEMED completion completion
SPURIOUS AND THEDIALOG MODEL ISSUES ACLARIFICATION RESPONSE rates of the rates of the
original CU new BN-based
Binary Actual FOREX dialog model
Concept C; P*(C;) | Decision for | Occurrence for system
C C; Directed Dialog 96%
CURRENCY_1 0.910 Present present Interactions 85% (remaining 4% is
CURRENCY 2 0.920 Present present (total: 285 phone calls) OOD rejection)
DURATION 0.017 Absent absent Natural Language 97%
EX_RATE 0.840 Present absent Shortcuts 63% (remaining 3% is
INT RATE | . bsent (total: 170 phone calls) OOD rejection)
: - TABLE ViII
presen_t bljt IS MISSIng. Hence the sy§tem pr_()mPtS theCAUSEs OFFAILURE FOR THE ORIGINAL CU FOREX DALOG MODEL.
user with “Please specify the deposit duration PERCENTAGESREFER TO THEPROPORTION OF THEEVALUATED QUERIES
Case 2)Clarify for a Spurious Concept (285 DDAND 170 NLS)
Consider the queryCan | have the interest rate = —
of the lira against the yeh The inferred goal is Causes of flf}'l‘l‘{é)f("r the original CU
Exchang Rates and results from backward infer- : 'OREX system :

. . Multiple Missing Spurious Out-of-
ence are s_hc_)wn in Table V. Compar|§0r_1 between tt Attributes | Concepts | Concepts domain
binary decisions for each concept with its actual oc Input
currence in the query results in the automatic deter  Directed 11% 4%
tion that the conceiNT_RATE) is spurious. This in- Dialog
vokes the dialog model to generate the clarificatior ~ Natural

‘ H J— 0/ o
response“Are you referring to the exchange rate Iéﬁ“g:‘a%e 30% 4% 3%
between the lira and the yen?” ortedts

C. Evaluation of the BN-Based Dialog Model Table VIl shows typical examples of failure in the DD and

Evaluation of the BN-based dialog model is based on 550 @S models, and how these are handled by the BN-based di-
alog sessions collected using the CU FOREX system during tieg model.

period between November and December 1999. Recorded di-

alogs come from.two hotlines—one vyith a directed dialog (DD) IV. SCALABILITY TO THE ATIS DOMAIN

mode of interaction and the other with natural language short- o

cuts (NLS). Approximately 17% were rejected manually as the Thus far we have demonstrated the applicability of the
users were clearly attempting to break the system. Of the BN-based dialog model to the simple domain of foreign
maining queries, 285 calls were obtained from the Directed $5i¥¢hange in the CU FOREX system. This section reports on
alog hotline while 170 calls were obtained from the NLS hofur investigation on the application of our BN-based dialog
line. The task completion rates of the DD and NLS models afé2del to @ more complex domain. We have chosen the ATIS
shown in Table VI. Our original DD model only accepts one afAir Travel Information Service) [28] domain due to data
tribute for each dialog turn, hence failures in the DD model af¥ailability. ATIS is a common task in the DARPA Defense
mainly caused by queries with multiple information attribute@dvanced Research Projects Agency) Speech and Language
or OOD input. Failures in the NLS model are due to missingrogram in the US. We used Class A (context-independent)
concepts, spurious concepts or OOD quefitail statistics 25 Well as Class D (context-dependent) queries of the ATIS-3
are tabulated in Table VII. We input these failed queries inP"Pus- The disjoint training and test sets consist of 2820
our BN-based mixed-initiative dialog model to simulate onlin8nd 773 (1993 test) transcribed utterances respectively. Each
processing by this new model, and observed that the BN-badBtgrance is accompanied by its corresponding SQL query for
dialog model can automatically reject OOD input, and offeredftabase retrieval.

a continuation option at the failure pointsaif the dialogs. e treat the main attribute label of the SQL query as the
informational goal of the input utterance. Inspection of the

o Class A training data reveals that out of the 32 query types
SNote that we could have handcrafted some heuristics in a dialog manage t

0 . . . - e . .
catch these errors in the original system but instead we have chosen to use(ff’({e 'n.format'onal goals, e.g., flight identification, fare iden-
BN to work out the answer. tification, etc.), only 11 types have ten or more occurrences.

Authorized licensed use limited to: IEEE Xplore. Downloaded on November 18, 2008 at 01:42 from IEEE Xplore. Restrictions apply.



764 IEEE TRANSACTIONS ON SPEECH AND AUDIO PROCESSING, VOL. 11, NO. 6, NOVEMBER 2003

These 11 goals cover over 95% of the training set, and 94.7% TABLE Vi

; MPLE DIALOGS ILLUSTRATING THE CAUSES OFFAILURE IN THE ORIGINAL
of the testing set (1993 test). C.onsequ.e.ntly' we h{:lve develod:g? FOREX SSTEMSWITH DD AND NLU INTERACTIONS AND HOW THESE
11 BNs to capture the domain-specific constraints for eacBay se HANDLED APPROPRIATELY BY THE NEWBN-BASED DIALOG MODEL
informational goal. Also, with the reference to the attribute

labels identified as key semantic concepts from the SQL quer Dialog 1: Directed Dialog (DD) Interaction

we have designed our semantic tags for labeling the input utteSystem :  Would you like exchange rates or interest
ance. We have a total of 60 hand-designed semantic tags, wh rates?

include the concepts/attributes needed for database accUser :  Exchange rates

(e.g.,(DAY_NAME), (FLIGHT_NUMBER)), and others that play a

- System :  Which currency you would like to sell?
syntactic role for NLU (e.g.{PREPOSITION, (SUPERLATIVE)). y Y

Hence, ATIS presents greater domain complexity characteriz/User © Yen to Hong Kong please.
by 11 query types and total 60 domain-specific concepts.  system . Failed

The current investigation on scalability focuses on the abilit(Original CUFOREX)  (Reason: Multiple information attributes
of the trained BN's to correctly identify the goals and concept in a DD interaction)
in an input query, including those inherited from discourse hisgystem s The exchange rate between the Yen and
tory. We also focus on the ability of the BNs, using the same si(New BN-based the Hong Kong dollar is XXX.
of trained probabilities, to detect missing and spurious concepDialog Model) (Concepts pass the domain constraints)

based on domain-specific constraints. Such detection is critic
for the mixed-initiative dialog interactions that lie within the
scope of our study. However, since the ATIS corpora provide
reference semantic frames but not mixed-initiative interaction:
we can only evaluate the BNs based on goal/concept identific User i Tell me about interest rates.
tion. System : Failed

(Original CUFOREX) (Reason:  Missing the  concepts
<CURRENCY_1> and <DURATION>)

Dialog 2: Natural Language Shortcut (NLS) Interaction

What kind of currency information are
you interested in?

System

A. Belief Networks in ATIS
. . Syst :  Please tell me the curren ou are
As mentioned earlier, we developed 11 BNs for ATIS. In(lz:‘:mBN_Based interested in >y

order to constrain computation time for goal inference, each B pjalog System) (Prompt for the missing concepts.)
only hasN (= 20) concept nodes that are selected automat:
cally for its goalG; using the Information Gain criterion. The
selection aims to optimize on overall goal identification accu- Concepts (WHAT) (TYPE) (AIRCRAFT) (AIRLINE_NAME)
racy with reference to the Class A training utterances [18]. The (FLIGHT_NUMBER) -

BNs also adopt trained topologies that model inter-concept de- 541 pircraft Code

pendencies_ according to the MDL principle. Inclus.ion of sych Backward inference in the BN farircraft_Code produces
dependencies has brought further improvements in goal 'decfb'dated probabilities”* (C;) as shown in Table IX. Our

tificatipn performance [25]. Fig. 6 shows the BN in the ATISjatection algorithm labels the concepsITY_ORIGIN) and
domain for the goakircraft_Code. CITY_DESTINATION) to be missing, and(FLIGHT_NUMBER)

_Goal inference proceeds as .descrlbed in Section Il for the o spurious. One reason is because in the training corpus,
trained BN topology. Thresholding™(G;) with § = 0.5 de- gt queries with the goalircraft_Code included the city
cides between the presence or absence of the@odh these i instead of the flight number, e.gwhat is the smallest
experiments, we always apply the maximanposteriorirule  gicratt available flying from pittsburgh to baltimore arriving
to identify a single goal for an input ut_terance. Utterances atg may seventh However, the constraints provided by an
labeled OOD when all BNs vote negative. AIRLINE_NAME and aFLIGHT_NUMBER should serve equally

well for database access to retrieveldrcraft_Code.
B. Detecting Missing and Spurious Concepts in ATIS If our dialog model follows through with the prompting for

As described previously, instantiating the inferred godine missing concepts and clarifying for the spurious concepts
node followed by backward inference producé¥(C;). in Table IX, the system will first prompt the user for the
Comparing this probability with the threshol@ = 0.5) CITY_ORIGIN, then CITY_DESTINATION; and then clarify for
decides whether the conceft should be present or absenfLIGHT_NUMBER. Such a dialog model has too much redun-
according to domain-specific constraints. The binary decisié&&ncy, and fails to realize that the attribute paiR({INE_NAME,
may be compared with the actual occurrence of the corept FLIGHT_NUMBER) provides an equivalent amount of constraints
in the input query for detecting missing or spurious concep@&s the attribute pairo{TY_ORIGIN, CITY_DESTINATION) for re-
These are, in turn, used to drive the dialog model. Howevéfieving an Aircraft_Code. We attempted to solve this problem
as we migrated from CU FOREX to ATIS, we discovered thaf two ways:
this methodology often producegveralmissing or spurious
concepts for an input query. For example, consider the query:

"When there are no inter-concept linkages, these updated probabilities

Query: what type of aircraft is used in american a'rl'nesP*(Cj) can be computed once and stored. The situation changes later when
flight number seventeen twenty three? P*(C;) also depends on the instantiation of its parent concepts.
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Lot sEEEER

m - repesents a goal node
- represents a concept node

Fig. 6. Example of a BN in the ATIS domain. The goal is Aircraft_Code and the goal node has been labeled. The others are concept nodes. The trgined topolog
is used to model concept-concept dependencies (see the arrows conQEGtIDESTINATION with CITY_ORIGIN, andAIRLINE_NAME with FLIGHT_NUMBER).

“business logic”. Referring to the example in Section 1V-B, the
equivalence classes for the Aircraft_Code BN may be expressed
as

TABLE IX are truly needed, and clarify for spurious concepts that may
THE INPUT QUERY IS “WHAT TYPE OF AIRCRAFT ISUSED IN AMERICAN confuse the query's interpretation

AIRLINESFLIGHT NUMBER SEVENTEENTWENTYTHREE'. UPDATED CONCEPT ’ .

PROBABILITIES P*(C;) OBTAINED FROM BACKWARD INFERENCE IN THEBN 2) Handcrafted Topology for BNsBN topologies automat-
FORAircraft_Code ARE SHOWN. USING THRESHOLD6# = 0.5 WE ically learned from training data may not be able to capture
CAN DECIDE WHETHER THE CONCEPTC'; SHOULD BE PRESENT OR some equivalence classes for dialog modeling. This is partially

ABSENT. THIS BINARY DECISION I1SCOMPARED AGAINST THE ACTUAL .
OCCURRENCE OF THECONCEPTC; IN THE INPUT QUERY, IN ORDER TO because the actual constraints depend much more on the ac-
DETECT MISSING AND SPURIOUS CONCEPTS(SHADED) tual “logic” of the application domain rather than the corpus
. of training sentences. In capturing the equivalence classes from
. Binary Actual training data, we assume that the users are aware of the re-
COHZEPtC} PXG) D:“S‘C?“ 0“{“"2““ lated domain-specific constraints that will be reflected in their
(subset) s B o it queries. In principle, the logic of the domain is also obtainable
ARCRART : fireacnt from the database schema or from some representation of the
AIRLINE N 0.538 present present
= 5 i 3 s =

ME

L 7
e

RI

((c1ITY_ORIGIN AND CITY_DESTINATION OR
FLIGHT_NUMBER AND AIRLINE_NAME))

1) Double Thresholding:In order to prevent dialog redun- In other words, providing either the origin and destination
dancies in prompting for missing concepts or clarifying for sputities, or providing the airline name with the flight number
rious concepts, we defined two thresholds for backward infeare sufficient constraints for locating the aircraft code from
encing; see equation at the bottom of this page. the ATIS database. The occurrence of the second attribute pair

Concepts whose probabilities (from backward inferenc@LIGHT_NUMBER AND AIRLINE_NAME) is relatively sparse in
score betweend,pper and fiower Will not take effect in the training corpus, and the original BN topology (Fig. 6) is
mixed-initiative response generation (i.e., prompting/clatnable to capture the logic between these two attribute pairs.
ification). Concepts whose scores excefig,.., and also  We attempt to refine the BN topologies by adding linkage(s)
correspond to an SQL attribute will be prompted if missinghat are obvious but have not been learned due to sparseness
and concepts whose scores is lower thgp.,, and correspond in training data. For example, the refined topology for the Air-
to an SQL attribute will be clarified if spurious. Based on theraft_ Code BN is shown in Fig. 7. Hence we have added a link
training data, we have empirically adopted 0.7 and 0.2 fbetween the two attribute pairs (see dotted arrow).

Oupper aNd fiower respectively. The double threshold scheme The BNs with the handcrafted topology are trained with
enables the dialog model to prompt for missing concepts thhe training corpus. We investigate how the previous example

> Bupper — C; should bepresent in the givenG; query
P*(C}) < < bupper @Nd > Oiower —  Cj iS optional in the givenG; query
< Bupper — C; should bepresent in the givenG; query
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— - original linkage @ - repesents a goal node
'''' ¥+ - newlinkage between concepts - represents a concept node

Fig. 7. Refined topology for theircraft _Code BN. A link is inserted (dotted arrow) to capture the equivalence between the attribute @aisoRIGIN,
CITY_DESTINATION) and (flight_number, airline_name). They provide the same degree of constraints for the inference of the gost t_Code.

TABLE X TABLE XI
REVISED PROCEDURE OFBACKWARD INFERENCE FOR THEBN TOPOLOGY INPUT QUERY IS “WHAT TYPE OFAIRCRAFT ISUSED INAMERICANAIRLINES
WiTH CONCEPTSDEPENDENCE FOR THE CONCEPTNODE C';, WE INSTANTIATE FLIGHT NUMBER SEVENTEENTWENTYTHREE'. THE BN TOPOLOGY FOR THE
ITs PARENT NODE(S) ONLY WHILE C'; IS BEING EVALUATED INFERREDGOAL Aircraft_Code HAS BEEN HAND-REFINED (SEEFIG. 7).
UPDATED CONCEPTPROBABILITIES P*(C;) OBTAINED FROM BACKWARD
; ; . INFERENCE ARESHOWN. A SINGLE THRESHOLD# = ().5 IS USED TODECIDE
For the BN of inferred goal G; with concepts C;: 2

WHETHER THE CONCEPTC'; SHOULD BE PRESENT ORABSENT. THIS BINARY
DECISION IS COMPARED AGAINST THE ACTUAL OCCURRENCE OF THE
CoNCEPTC'; IN THE INPUT QUERY, IN ORDER TODETECT MISSING AND

1. Instantiate the goal node G;to 1
2. For each concept C;

Identify its parent(s) Cj (i.e. there is a link going from C SPURIOUS CONCEPTS(SHADED). COMPARISON WITH TABLE IX SHows
to Cj) THAT THE HAND-REFINED TOPOLOGY HASAVOIDED REDUNDANCIES
Instantiate the node for C; node according to its IN TWO-THRESHOLD BN DIALOG MODEL)
occurrence in the user's query )
3.  Obtain the updated probability P*(C)) Binary Actual
Concept C; P*(C;) | Decision | Occurrence
(subset) for C; for C;

“what type of aircraft is used in american airline flight number
seventeen twenty threes handled with the hand-refined BN
topology. Previously, backward inference involves only thi
instantiation of the inferred goal for the sake of simplicity. Here oy
since our BN topology contains inter-concept linkages, bacl
ward inference regarding a particular concept involves not on i
the instantiation of the inferred goal, but also the instantiatiorr
of the occurrence of parent concepts. This is shown in Table X.
We replaced the double threshold in Section IV-B-I with 3) Optional Concepts:The example in Table XII classified
the single threshold = 0.5 for P*(C;), in order to de- the concep{TIME_VALUE) as spurious. In a complex domain
tect missing and spurious concepts. Results are tabulayéth many attributes/concepts (e.g., 60 for ATIS), the user may
in Table XI. Comparison with Table IX shows the effecfreely provide additional specifications for database access. For
of using the hand-refined BN topology to our previous exhese additional concepts, backward inference usually produces
ample sentence. The handcrafted topology has captured g probabilities, but our dialog model may not need to clarify
equivalence classesalRLINE_NAME, FLIGHT NumBer) and for all of them. Hence we have defined a set of “optional con-
(CITY_ORIGIN, CITY_DESTINATION) and avoided redundanciescepts” by the following heuristic: For a given goal;, if the
in the two-threshold dialog model. Using the single threshoRfcurrence frequency of the concept in the training corpus is
may be more desirable than using two thresholds that are sefoyer than the threshol{ G; ), the concept will be classified as
anad hocway. It should be noted that for the hand-refined BNpptional.f6(G;) is defined as
linkage insertion requires some human knowledge and inspec- #training sentences with goél;
tion. Thereafter, the procedure of training to acquire network 0(Gi) = 2 ) “)
probabilities remains identical to the previous BN-based modelOptional concepts will not be considered spurious during
that does not involve handcrafting. Table Xl shows anothéackward inference, and the BN-based dialog model will not
query of Aircraft_Code that shows similar result. generate a clarification response for the concepts.

AIRCRAFT 1.000 present present
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TABLE

Xl

INPUT QUERY IS “DISPLAYTYPES OFAIRCRAFTDEPARTINGFROM CLEVELAND
TO DALLASBEFORENOON'. THIS TABLE SHOWS THERESULTS OFBACKWARD
INFERENCE ANALOGOUS TO TABLE X. WE OBSERVE THAT WITH THE
HAND-REFINED TOPOLOGY ASSHOWN IN FIG. 7, THE OCCURRENCE OF THE
ATTRIBUTE PAIR (CITY_ORIGIN, CITY_DESTINATION) AUTOMATICALLY
LOWERS THEPROBABILITIES P*(C;) FOR THE CONCEPTS(AIRLINE_NAME )
AND (FLIGHT_NUMBER}

Binary Actual

Concept C; P¥C;) Decision | Occurrence
(subset) for C; for C;
aircraft 1.000 present present
airline_name 0.000 absent absent
city_origin 1.000 present present

city_destination | 1.000 | present | present

time_value | 0.201 | ab present
flight number 0.000 absent

767

TABLE XIV

CONTEXT INHERITANCE SCHEME FOR THEBN-BASED DIALOG MODEL.
MISSING CONCEPTS ANDOPTIONAL CONCEPTS(I.E., CLASS_NAME) ARE
DETERMINED BY A SIMPLIFIED BACKWARD INFERENCEPROCEDURE THAT
INSTANTIATES ONLY THE GOAL NODE, TOGETHERWITH THE DOUBLE
THRESHOLD SCHEME AS MENTIONED IN SECTION V-B1. THE MISSING
CONCEPTS AREINHERITED FROM DISCOURSECONCEPTS

TABLE XIlI

THIS QUERY EXAMPLE ILLUSTRATES OUR INITIAL SCHEME FORCONTEXT
INHERITANCE, IN WHICH THE CURRENT QUERY INHERITS ALL THE CONCEPTS
FROM THE PREVIOUS QUERY IN THE SAME DIALOG SESSION THIS SCHEME IS

FOUND TO BE OVERLY AGGRESSIVE AS THE EXTRA CONCEPTSINHERITED

AFFECTEDGOAL IDENTIFICATION PERFORMANCE

System :  what kind of flight information are you
interested in?

User : find me a flight from cincinnati to
westchester county arriving next saturday
before six p m (Class A)

Concepts  : <FLIGHT> <FROM> <CITY_ORIGIN> <TO>
<CITY_DESTINATION> <DAY_NAME>
<TIME_VALUE>

Goal : Flight ID (Correct)

Inferred

User : tell me the airports in new york city area
(Class D)

Concepts : <AIRPORT><CITY_NAME>
(from current query)

Goal ¢ <FLIGHT> <F CCITY ORGING <CTO>

Inferred <CITY _DESTINATION> <DAY_NAM

TIME. VALUES {inherited  from  the

previous query)

Flight ID (Wrong — the correct goal
should be Airport Code, the additional
concepts inherited from the previous query
results in the wrong identification of the

information goal.)

C. Context Inheritance

The ATIS corpus contains both Class A and Class D queridigritance for several query typés These rules refer to the
While the semantics of the Class A queries are self-containé@ferred goal of a query and determine the related concepts
those of the Class D queries are context-dependent. Intergh@t should not be inherited from discourse. We have applied
tation of the Class D queries requires referencing discourégee such rules. First, Class D queries with inferred goal

context from previous dialog turns. Consequently, we have,

System : | what kind of flight information are you
interested in?

User : | please list all the flights from Chicago to
Kansas city on June seventeenth. (Class A)

Goal : | Flight_ID (Correct)

Inferred

User : | for this flight how inuch would a first class
Jare cost (Class D)

Goal : | Fare_ID (Correct)

Inferred

Missing : | <CITY_ORIGIN> and <CITY DESTINATION>

Concepts these are missing concepts detected by the
double threshold scheme during backward
inference (see results shaded below). The
missing concepts are inherited
automatically from discourse.

In our initial approach to context inheritance, the current
query inherits all the semantic concepts from the previous
query (of the same dialog session) prior to goal inference.
However, this scheme was found to be too aggressive, and the
extra concepts affected the goal identification performance (see
Table XIlII).

By investigating the incorrect inheritance cases in the training
sentences (Class A and Class D), we refined our context inher-
itance scheme by taking three remedial measures.

Context inheritance is invoked only to fill up the semantic
slots for missing concepts detected during backward inference.
An example is shown in Table XIV.

If aqueryis classified as OOD, it may be an indication that we
are handling a Class D query. In this case, all concepts are inher-
ited from the previous query and goal inference is invoked again
after concept inheritance. An example is shown in Table XV.

We apply pragmatic “refresh rules” to undo context in-

These heuristics are introduced after careful inspection of the ATIS training

enhancgd ou_r BN-based dia_-|09 model W!th the capability Qfia. in a real ATIS-like application, we expect that similar heuristics will need
context inheritance for handling ATIS queries.

to be defined by the system developer.

Authorized licensed use limited to: IEEE Xplore. Downloaded on November 18, 2008 at 01:42 from IEEE Xplore. Restrictions apply.



768 IEEE TRANSACTIONS ON SPEECH AND AUDIO PROCESSING, VOL. 11, NO. 6, NOVEMBER 2003

TABLE XV TABLE XVI
CONTEXT INHERITANCE SCHEME FOR AN OUT-OFDOMAIN QUERY. GUIDELINES FORASSIGNINGVALUES TO P(C; = 1|G; = 1)
CONCEPTSFROM THE PREVIOUS QUERY ARE INHERITED AND GOAL

INFERENCE ISINVOKED AGAIN AFTERWARDS Condition Probability of
System : what kind of flight information are you PCIG=D)
interested in? 1. C; must occur given G, 0.95-0.99
User 2 i'd like to fly from miami to chicago on 2. G; often occurs given G; 0.7-0.8
american airlines. (Class A) 3. C;may occur gven Gy 04-06
4. C; seldom occurs given G; 02-03
Concepts : <FLIGHT> <FROM> <CITY_ORIGIN> <TO> 5. C, never occurs given G, © 0.0l =0.1
<CITY_DESTINATION> <PREP>
<AIRLINE_NAME>
Goal :  Flight_ID (Correct) performance in goal and concept identification should have cap-
Inferred tured domain-specific constraints well. These constraints can, in
- - turn, be used for automatic detection of missing or spurious con-
User © which ones arrive around fivep.m.? (Class  conts in order to drive mixed-initiative dialog modeling, as we
D) illustrated previously with the CU FOREX system.
Concepts : <TO><TIME_VALUE> (from current query)
Goal . 00D A. BN Design and Probability Assignment
Inferred SHLIGHT> <FROM:> <CITY_ORIGIN> <TO> Under the condition that there is little or no training data,
Concepts CCHY_DESTINATION= - <PREP> e do not have a statistical basis for selecting the relevant
Inherited <AIRLINE. NAME> (inherited from previous concepts for each BN [18]. An alternative method that does

query since the current one is OOD) not rely on statistics is to use human judgment to identify

the concepts that are directly relevant to each goal. Doing so

Goal : thht—ID .(ConCCt _ gpal .mfere"ce for all the 11 goals in ATIS extracts a set of 23 concepts in
Inferred invoked again after concept inheritance for .
an OOD query) total. Among these, 13 are semantic concepts that correspond

to SQL attributes for database access, € §RPORT_NAME),
(AIRLINE_NAME ), (TRANSPORT_TYPE; and the remaining ones
are concepts based on keywords, e{@IRCRAFT), (FARE)
Airline Code will disinherit the conceptAIRLINE_NAME) and (From). For the sake of simplicity, we assumed inde-
and (AIRLINE_CODE) from the previous discourse (since thependence among concepts in the BN (i.e., adopt the simple
user is clearly asking about the airline of a flight). Seco”%pology), and develop 11 BNs with 23 concepts each. We

Class D queries with inferred goalirline Name does not o, hand-assigned the four probabilities for each BN, namely
inherit discourse since the user is simply asking about an alrllﬁc_ —1|G; = 1), P(C; = 0|G; = 1), P(C; = 1|G; = 0)

name, e.g.swhat does y x mean?Third, Class D queries with / " ' ! ! ’ ! ! '
inferred goalsFlight_ID or Fare_ID disinherit the concept

(FARE_CODB.

P(C; = 0|G; = 0). In the following we describe the
general principles for assigning(C; = 1|G; = 1) and
P(C; = 1|G; = 0) The remaining probabilities can be derived
sinceP(Cj = 0|Gi = 1) = 1 —-p(Cj = 1|Gy = 1); and
P(Cj = 0|Gi =0) =1 - P(C; = 1|G; = 0).

1) Probability Assignment fdP(C,;=1|G;=1): Table XVI

In addition to scalability, this work also includes a prelimidisplays the guidelines by which we assign values to the proba-
nary examination of the portability of the BN-based frameworkilities (C; = 1|G; = 1). The assignment is based on human
across different application domains. Migration to a new appjdgment of the possible occurrence frequency of a conCept
cation often implies lack of domain-specific data to train th#® queries of goals;. As mentioned previously, these proba-
BN probabilities. Under such circumstances, the BN probabiffilities may also be derived from the business logic expressed
ties can be hand-assigned to reflect the “degree of belief” of tR¥ the database schema (i.e., which attributes are important for
knowledge domain expert. The trained and the hand-assigiéegt goal), though this is currently regarded to fall beyond the
models have similar complexities as they both attempt to cagf:0pe of this paper.
ture the probability distribution of ATIS. However, the hand-as- Case 1)C; must occur givenG;

V. PORTABILITY OF THE BN-BASED FRAMEWORK

signed model requires human knowledge in order to decide the If we identify a concepC; to be mandatory for a
BN probabilities. We have designed some general principles for query of goal&;, we will hand-assign a high proba-
probability assignment, as will be presented in Sections V-A bility roughly from 0.95 to 0.99 foP(C; = 1|G,; =
and B. As explained previously, since the ATIS corpus pro- 1). For example, this applies to tHeARE) (corre-
vides reference semantic frames but not mixed-initiative inter- sponding to the wordfare, price etc.) which must
actions, our evaluation for portability focuses on the ability of occur in a Fare_ID query. (e.d'what is the first
the ported BNs to correctly identify goals and concepts in the classfare from detroit to las vegdsand “show me
user’s query. We assume that BN probabilities that achieve good the first class and coacprice”).

Authorized licensed use limited to: IEEE Xplore. Downloaded on November 18, 2008 at 01:42 from IEEE Xplore. Restrictions apply.



MENG et al. USE OF BELIEF NETWORKS FOR MIXED-INITIATIVE DIALOG MODELING

TABLE XVII

GUIDELINES FORASSIGNING VALUES TO P(C

TABLE XVl

769

PERFORMANCE ACCURACY ON GOAL IDENTIFICATION BY BNS WITH
HANDCRAFTED PROBABILITIES COMPARED TOBNS WITH PROBABILITIES

Conditi Probability of TRAINED WITH THE ATJS-3 TRAINING CORPUS RESULTS AREBASED ON THE
ondition robability o ATJS-3 1993 EST SET, INCLUDING BOTH CLASS A AND CLASS D QUERIES
P(C~1I1G=0)
1. C;always occurs for goals other than 0.7-09 Goal identification | Goal identification
G; accuracy for accuracy for BNs
2. C; sometimes occurs for goals other 0.2-05 Class BNs with with trained
than G: handcrafted probabilities
I 124
3. C;seldom occurs for goals other than -0.1 probabilities
Gi A (448 queries) 90.2% 91.7%
D (325 queries) 68.3% 74.8%
A+D 80.9% 84.6%
Case 2)C; often occurs givenG;
TABLE XIX

If the concept often occurs with tlig; query (e.g., < e a Wi on
NTENCE ERROR RATES OF THEBNS WITH HANDCRAFTED PROBABILITIES
a Fare—ID query often occurSZITY_OF_QIGIN) and COMPARED TOBNS WITH PROBABILITIES TRAINED WITH THE ATIS-3
(CITY_DESTINATION), we lower the assigned values TraiNING CORPUS RESULTS AREBASED ON THEATIS-3 1993 TEST SET,

of P(C; = 1|G; = 1) to the range 0.7 to 0.8. INCLUDING BOTH CLASS A AND CLASS D QUERIES

Case 3)C; may occur givenG;

This applies to the concepts that act as additione Sentence error Sentence error
constraints for database access,_QJgME_VALUE), Class l;::swf::; BNS';:;:; f‘r’:ine d
(DAY_NAME), (PERIOD). The assigned values for handcrafted probabilities
P(C; = 1|G; = 1) range between 0.4 and 0.6. probabilities

Case 4)C; seldom occurs givenG; .

This is the case where the occurrence of concey A (448 queries) 12'1:/0 9-2°f’

C; in queries with goals; is infrequent. For ex- D (325 queries) 40.9% 33.9%
A+D 24.2% 19.5%

ample, the concegsToPS which specify a nonstop
flight is not usually associated with Fare_ID queries
and the values assigned®§C; = 1|G; = 1) range
from 0.2 to 0.3.

Case 5)C; never occurs givenG;

If the presence of concept; usually implies ab-
sence of goal7;, then the probability of?(C; =
1|G; = 1) is set to low values between 0.01 and
0.1. For example, the presenceBfIGHT_NUMBER)
usually implies that the query’s goal is not flight
identification (Flight_ID).

2) Probability Assignmentfd?(C,;=1|G;=0): Table XVIl B. Goal Identification Performance With Hand-Assigned
displays the guidelines by which we assign values to the prolRrobabilities

bilities P(C; = 1|G; = 0). The assignment is based on human £ s preliminary study, we have only conducted exper-
judgment of the possible occurrence frequency of a ConCepPt jants with the ATIS-3 1993 test set (Class A and D queries
in queries of goals other tha;. included). BNs with hand-assigned probabilities which assume
Case 1)C; always occurs for goals other thanG; independent concepts achieved a goal identification accuracy of
Consider the relationship between the concef0.9%. This compares with 84.6% for BNs with trained topolo-
(c1ITY_orIGIN) and the goal Aircraft_Code. Sincegies based onthe ATIS-3 training set. The availability of training
(CITY_ORIGIN) always occurs imtherinformational data for the BNs enhances performance in goal identification.
goals, (e.g., Flight ID, Fare_ID, etc.), we assigQueries whose goals are not covered by our 11 BNs are treated
p(C(CITY_ORIGIN) = 1|G(Aircraft_.Codé = 0) in as OOD, and are considered to be identified correctly if they are
the range from 0.7 to 0.9. classified as such. Performance accuracy on goal identification
Case 2)C; sometimes occurs for goals other thai; is shown in Table XVIII.
Consider the relationship between the con- Another performance indicator is sentence error rate. A sen-
cept (cLass) and the goal Aircraft_Code. tence is considered correct only if the inferred goal and ex-
(cLass) may occur in the informational goalstracted concepts in the generated semantic frame agrees with
other than Aircraft Code to act as an addithose in the reference semantic frame (derived from the SQL
tional constraint for database access. We assignthe ATIS corpora). The sentence error rates are shown in
p(C(cLass) = 1|G(Aircraft.Codeé = 0) in the Table XIX. These results lie within the range reported by the
range from 0.2 to 0.5. ATIS evaluation sites (see Table XX) [29].

Case 3)C; Seldom Occurs For Goals Other ThanG;

This applies to concepts that are strongly
dependent on a specific goal and hence
seldom appear with other goals. For example,
the concept (TRANSPORT usually accompa-
nies the goal Ground_Transport only. Hence
p(C(TRANSPORT) = 1|G(GroundTransport = 0)
is set close to 0.
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TABLE XX scheme for missing/spurious concept detection. Analysis
BENCHMARK RESULTSFROM THE 10 ATIS BVALUATION SITES [28], BASED ON showed that a possible cause for dialog redundancies is the
THE ATIS-3 1993 TEST SET . “ . . .
existence of “equivalence classes” in concept sets that provide
Class Sentence error rates sufficient constraints for database access. For example, the
concept set {ITY_ORIGIN, CITY_DESTINATION) and the set

. _ ()
gg;g qse::; 163;08 _2683'613 (AIRLINE_NAME, FLIGHT_NUMBER) both provide sufficient
AfDe 9 3 —43 '1%0 constraints for retrieving an Aircraft_Code. However, occur-

rences of AIRLINE_NAME, FLIGHT_NUMBER) in Aircraft_Code
queries are few in the training corpus, hence the trained BN
topology did not capture the equivalence class. We propose to
hand-insert inter-concept linkages in the BN topology prior

This paper describes our first attempt in using Belief Neto training their probabilities. We showed that using hand-re-
works (BN) for mixed-initiative dialog modeling. The BN wasfined BNs could help in eliminating the dialog redundancies
previously used in natural language understanding to infer tescribed above, and we can replace the double threshold
informational goal(s) of the user’s query based on the semardligtection scheme with a single-threshold scheme, which avoids
concepts in the query. The BN topology may assume concept$ettingad hocthreshold values. We have also defined a set of
dependence (for the “simple” topology), or it may model inter‘optional” concepts according to training data statistics. If a
concept dependencies by learning inter-node linkages accordspgirious concept is detected during backward inference, but if
to the MDL principle (for the “trained” topology). We extendedhe concept also belongs to our optional set, it will not invoke
this framework with the technique of backward inference, i.eclarification prompts in the dialog model. In order to handle the
the inferred goal node is instantiated, and probabilities propg@tass D (context-dependent) ATIS queries, we have endowed
gate back to the concept nodes within the BN to validate whetribge BN framework with the capability of context inheritance.
a concept should be present or absent. Such validation is batbé current user query will only inherit missing concepts from
on domain-specific constraints captured in the BN probabilitiediscourse. However, if the current query is deemed out-of-do-
Comparison between the validation results and the actual ocomain (OOD) during goal inference, it will inherit all concepts
rences of the concepts enable the framework to detect missirgn discourse and then invoke goal inference again. The
and spurious concepts automatically. This is used to drive therformance of the BN-based framework in goal identification
mixed-initiative dialog model, i.e., the spoken dialog syste@nd sentence error rate falls within the range reported in the 10
will prompt for missing concepts and clarify for spurious conATIS evaluation sites.
cepts. In addition, we have investigated the portability of the

We have demonstrated the feasibility of this approach in tféN-based framework across application domains. Porting to a
foreign exchange domain, based on the CU FOREX systef@w domain often implies lack of training data. Hence we have
This domain is simple, and consists only of two information&leveloped a set of principles for developing BNs and hand-as-
goals and five domain-specific concepts. The original CBigning BN probabilities based on the “degree of belief” in
FOREX system implements two types of interactions. TH&€ relationships between domain-specific concepts and goals.
directed dialog (DD) interaction is system-initiative, and confthe BNs with hand-assigned probabilities gave respectable
strains the user to input a single information attribute per dial@grformance in goal identification and sentence error rates,
turn. The natural language shortcut (NLS) is user-initiativéut this performance can be significantly improved with the
and allows the user to input multiple attributes per dialog tu@vailability of training data. In the future, we plan to explore
but fails if the database retrieval constraints are not met. Ofie use of BN as a general framework for mixed-initiative
BN-based dialog model aims to transition freely in betweeialog modeling, and incorporate dialog strategies that aim
DD and NLS. It automatically detects missing and spuriod® maximize an overall evaluation criterion for the dialog’s
concepts, and prompts for the former while clarifies for thesability.
latter. Evaluation based on 550 user calls shows that the
B'N—based dialog model can handle all the cases of failure for APPENDIX
either DD or NLS.

We proceeded to investigate the scalability of the BN-basedThis appendix elaborates on the process of probability prop-
framework from the CU FOREX domain to the ATIS (airgation in a Belief Network with trained topology, using Fig. 2
travel) domain. We developed a framework for ATIS that i8S an example. We begin by a set of joint probabilities of the
characterized by eleven information goals and sixty concept© cliques(G, C1, C3) and(G, C'3) as shown in Table XXI.
hence the domain has a significantly greater complexity. WeSuppose the input user query contains the cona€ptand
assessed the capability of the BN-based framework in the but notC’s. Hence the evidence for the BN includg = 1,
tasks of the identifying the information goals and extractingz = 1 andCs; = 0. We proceed to infer the presence or
the concepts from the user’s queries, as well as in the taskagsence of the goat based on this evidence.
detecting missing and spurious concepts. The original detectiorStep 1) Fromthe evidenc® = 1 we deriveP*(C; = 1) =

VI. CONCLUSION

scheme gave rise to many more missing/spurious concepts, 1. The asterisKx) associated with a probability in-
which may lead to redundancies in the dialog model. As a dicates that it has been updated by instantiation of
remedial measure, we propose the use of a double threshold some node(s).
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TABLE XXI TABLE XXIII
THE JOINT PROBABILITIES FOR THE TWO CLIQUES. THE VECTOR(«, 3) IN THE THE UPDATED JOINT PROBABILITY P**(C>, G) BASED ON THEINPUT
TABLE CORRESPONDS TqC> = 1,C; = 0) EVIDENCE P*(C> = 1) =1
P(G, C}, C) P*(C;, G)
G=1 G=0 G=1 G=0
Ci=1 (0.32,0.08) (0.03,0.12) C=1 0.5818x1/0.6363 0.0545x1/0.6363
;=0 (0.05,0.05) (0.035,0.315) C,=0 0.1455x%0 0.2182x0
P(G, C) U
G=1 G=0 P**(C,, G)
Cs=1 0.275 0.2 o= =0
G=0 0.225 0.3 Cr=1 0.9143 0.0857
C,=0 0 0
TABLE XXII
THE UPDATED JOINT PROBABILITY P*(Cy,C>, G) WHICH REDUCES TO
P+(C5,G) BASED ON THEINPUT EVIDENCE P*(C; = 1) =1 TABLE XXIV
THE UPDATED JOINT PROBABILITY P*(C3, G) BASED ON P*(G) FROM
P*(C, C;, G) THE SEPARATOR NODE
G=1 G=0 P*(G;, G)
C=1 (0.32,0.08)x1/0.55 (0.03,0.12)x1/0.55 G=1 G=0
¢i=0 (0.05,0.05)x0 (0.035,0.315)x0 C=1 0.275x0.9143/0.5 0.2x0.0875/0.5
y Cs=0 0.225%0.9143/0.5 0.3x0.0875/0.5
P*(C;, G) ]
G Ly P*(C,, G)
C=1 0.5818 0.0545
C,=0 0.1455 02182 G=1 G=0
Cs=1 0.5029 0.0343
Cy=0 0.4114 0.0514

SinceC; belongs to the cliquéG, Cy, Cs), we
update its joint probability according to (A.1)

TABLE XXV
P+ (C ) THE UPDATED JOINT PROBABILITY P*(C'3, G) BASED ON THE EVIDENCE
P*(C1,Cy,G) = P (C1,C2,G) (ol) ' (A1) OF THEINPUT QUERY P**(Ca = 1) = 0
1
P**(C5, G)

We substitute into (A.1) the valud¥ (C, = 1) = =1 =0
1 andP(C; = 1) = 0.55 which can be obtained — — —
from training data. The updated joint probabilities g\;_(]) 0.5029x0 0.0343x0
P*(ch 027 G) are as shown in Table XXII and also 3= 0.4114x1/0.4628 0.0514x1/0.4628
reduced taP*(C>, G). From this we can marginalize Y
to getP*(Cy) = (0.6363,0.3637). P**(Cs, G)

Step 2) Fromthe evidenc&, = 1 we deriveP*(Cy = 1) = G=1 G=0
1. The joint probabilityP**(Cs, G) is updated again Co=1 0 0
as shown in (A.2): C;=0 0.889 0.1111
pP**(C
P**(Cy, G) = P*(Cy, G)#. (A.2)
P (Cy) in Table XXIV that we can marginalize to get

We substitute into (A.2) the valueB**(C, = P*(Cs) = (0.5372,0.4628).
1) = 1 (according to the evidence from the P*(G)
input query) andP*(C, = 1) = 0.6363 (ac- P*(C3,G) = P(C3,G) (A.3)

cording to the results from Step 1). The updated P(G)

joint probabilities P**(C5,G) are as shown in  gtep 4) From the evidenag; = 0, we deriveP**(Cs =

Table XXIII and by marginalization we obtain 1) = 0 This can be used together with the resulting
P*(@) = (0.9143,0.0857). _ P*(Cs) from Step 3 to further update the joint prob-

Step 3) Sincé is the separator between the two cliques, we ability P**(Cs, G) in the current clique. Details are
can then update the joint probabilify*(C3, G) in shown in (A.4) and Table XXV,

the clique(G, C3) based on the resulf3*(G) from
Step 2. Details are shown in (A.3) and Table XXIV.
We usedP(G) = 0.5. Note also from the results

PG = PG A
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TABLE XXVI

THE UPDATED JOINT PROBABILITY P*(C, C>, G) BASED ON THEEVIDENCE

OF GOAL INFERENCEP*(G = 1) = 1

P*(C;, C5G)
G=1 G=0
C=1 (0.32,0.08)x1/0.5 (0.03, 0.12)x0
Ci=0 (0.05, 0.05)x1/0.5 (0.035, 0.315)x0
U
P*(CI’ CZ:G)
G=1 G=0
C =1 (0.64, 0.16) (0, 0)
C,=0 (0.1, 0.1) (0, 0)

Hence the updated values @é(C; = 1) = 0.8, P*(Cy =
0) =

[5] V. Zue, S. Seneff, J. Glass, L. Hetherington, E. Hurley, H. Meng, C.

(6]

[71

Pao, J. Polifroni, R. Schoming, and P. Schmid, “From interface to con-
tent: Translingual access and delivery of on-line information Piac.

5th Eur. Conf. Speech Communication and TechnglBggdes, Greece,
1997.

L. Lamel, S. Bennacef, J. Gauvain, H. Dartigues, and J. Temem, “User
evaluation of the MASK kiosk,” ifProc. 4th Int. Conf. Spoken Language
ProcessingSydney, Australia, 1998.

M. Walker, J. Fromer, and S. Narayanan, “Learning optimal dialogue
strategies: A case study of a spoken dialogue agent for emaRfaa.
ACL/COLING 98 1998.

[8] J. Gustafson, L. Bell, J. Beskow, J. Boye, R. Carlson, J. Edlund, B.

[9]

(10]
Step 5) Having incorporated all evidences from the input

query in probability propagation, we can eventu-
ally marginalizeP**(C3, G) to obtain P**(G)
(0.8889,0.1111). If we compare these values with
the threshold = 0.5, we will conclude that the cor-
responding goal7 is present.

(11]

[12]

(13]

P (G)

W. (A.S)

P* (C1,Cs,G) = P(Cy,Cs,G)

0.2, P*(Cy = 1) = 0.74 and P*(C, = 0) = 0.26

We can use some of these probabilities to infer “backward” re-

garding the existence of the concépt. Referring to Table X,

(14]

[15]
[16]
17]

the backward inference of concept involves use of the evidendes)

(Cy is present) from the user’s query, i.&7*(Cy = 1) = 1.

[19]
P (C
P**(chcm)=P*<017c27c>ﬁ- Ae) O
1
[21]

If we substitute the values from Table XXVP*(C; = 1) =

0.8 andP**(C; = 1) = 1 into (A.6) we obtainP*(Cy = 1) =

0.8 andP*(C» = 0) = 0.2 These values can also be compared
with a threshold to decide upon the presence or absence of thg)
conceptCs.

(22]

(24]
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