Abstract—In speech interaction scenarios, speech emphasis plays an important role in conveying the underlying intention of the speaker. For better understanding of user intention and further enhancing user experience, techniques are employed to automatically detect emphasis from the user’s input speech in human-computer interaction systems. However, even for state-of-the-art approaches, challenges still exist: 1) the various vocal characteristics and expressions of spoken language; 2) the long-range temporal dependencies in the speech utterance. Inspired by human perception mechanism, in this paper, we propose a novel attention-based emphasis detection architecture to address the above challenges. In the proposed approach, convolution bank is utilized to extract informative patterns of different dependency scope and learn various expressions of emphasis, and multi-head self-attention mechanism is utilized to detect local prominence in speech with the consideration of global contextual dependencies. Experimental results have shown the superior performance of the proposed approach, with 2.62% to 3.54% improvement on F1-measure compared with state-of-the-art approaches.

I. INTRODUCTION

Emphatic speech is widely employed to convey the underlying intention of the speaker in speech communication between humans. In human-computer interaction systems, capturing emphasis can help the understanding of user intention [1], and further enhance user experience. Therefore, automatic detection of emphasis from user’s input speech has drawn a broad interest in the human-computer speech interaction research field.

Presented with attention-capturing vocal prominence, emphasis are enhanced speech segments corresponding to one or more words in an utterance, indicating the focus and intention of the speaker. To automatically detect emphasis in speech, techniques are developed from two perspectives: the informative feature extraction and emphasis detection model construction [1] [2]. The former one mainly focuses on extracting informative features related to emphasis from the speech signal. And the latter one aims to construct a robust and efficient framework to recognize emphasis from input speech using the extracted features.

The typical acoustic feature extraction can be divided into three trails with the consideration of different concept level: frame-level features extraction, syllable-level features extraction, and word-level features extraction. [3] proposed a frame-level automatic emphasis detection system using normalized pitch for different speakers. [4] conducted a comparative study of emphasis detection at vowel, syllable, and word level, examining the optimal domain for accent analysis. [5] calculated the word-level F0 difference between genuine emphatic speech and synthetic neutral speech to label emphasis for accent words. [6] evaluated a total of nine measures on word-level spectral tilt to detect emphasis in speech. In this work, we employ the word-level feature extraction in the development of emphasis detection system based on the research conclusion of [4], in which the speech prominence is stated to be more significant at the word level. As proposed in [1] and [6], a series of statistic functions are employed to aggregate the emphasis related frame-level features, including F0, energy, and duration, to produce the word-level acoustic features. These features have a clear presentation in emphatic vocalizations, offering robust and discriminative patterns for emphasis detection.

To develop a robust and efficient framework for emphasis detection, various techniques are employed. [7] considered emphasis detection as a classification problem. Motivated by this, [8] employed support vector machines (SVM) and [9] used bayesian network (BN) to predict word prominence in spontaneous speech. However, both SVM and BN cannot incorporate the context information that emphasis detection mainly relies on. [2] and [10] formulated the emphasis detection problem as a sequential learning task and employed bidirectional long short-term memory (BLSTM) recurrent neural network (RNN) to detect emphasis. With enhanced ability in capturing contextual information from both forward and
backward directions, the BLSTM based models have shown significant performance improvement on emphasis detection.

Though state-of-the-art approaches have achieved significant performance improvement on emphasis detection, limitations still exist: 1) lack to use the contextual information of different dependency scope; 2) hard to model the long-range dependencies in the speech utterance. Previous research indicated the interaction between the emphasized words and their neighboring words. The words standing out from their environment is perceived to be emphasis [11] [12]. Meanwhile, the emphasized words often affect the acoustic features of their neighboring words [13]. However, the dependencies between the emphasized words and their neighboring words are not modeled in a direct and meaningful way in the above methods. Besides, human usually recognize emphasis based on the understanding of the whole sentence and focus attention selectively on parts of the utterance. But it is hard for current recurrent neural networks (RNNs) to model long-range dependency which is significant for many sequential tasks, including emphasis detection.

In this paper, we focus on addressing the automatic detection of emphasis from a modeling standpoint. Research indicated convolution bank which contains convolutional filters of different kernel size can explicitly model the local contextual information [14] of different dependency scope (the unigram, bigram, up to \(K\)-grams of the word). Motivated by this, we use convolution bank to extract the discriminative local features. As to the challenge of modeling long-range dependencies, [15] proposed Transformer network in neural machine translation (NMT), a model architecture relying entirely on self-attention mechanism. By using self-attention mechanism, any two inputs at different times are connected directly, which solves the long-range dependencies problem effectively. Inspired by this, we employ self-attention to model the long-range global dependencies between each word and the whole utterance.

The overall architecture of the proposed model is illustrated in Fig.1. We use a stack of \(M\) convolution bank layers and a stack of \(L\) self-attention layers to capture local and global dependencies respectively, and a fully connected multi-layer perceptron (MLP) as the classifier. The goal of the stacked convolution bank layers is to extract robust local representations for emphasis. Each convolution bank layer consists of a bank of 1-D convolutional filters of different kernel size (from 1 to \(K\)) to explicitly model local context in the unigram, bigram, up to \(K\)-grams manner, then the feature maps generated from convolutional filters of different kernel size are concatenated together. By relating different positions of a sequence directly, self-attention can effectively address the problem for modeling long-range dependencies. So we use the stacked self-attention layers to model the global dependencies between each word and the whole utterance. Each self-attention layer is made up of the multi-head attention mechanism and a residual connection [16] which is used to accelerate the training process.

The main contributions of this work can be summarized as:
1) using convolution bank to explicitly model the dependencies between the emphasized words and their neighboring words, extracting local contextual information that is indicative of emphasis from the utterance.
2) using multi-head self-attention to model the global dependencies of the utterance to each word.
3) superior performance of the proposed framework in experiments compared to state-of-the-art approaches.

II. METHODOLOGY

In this paper, we propose the combination use of convolution bank and multi-head self-attention to recognize emphasis in speech, which can learn informative local contextual features and detect attention-aware prominence with the considering of global contextual dependencies.

A. Convolution bank

To model the local information of different dependency scope, convolution bank is adopted in this work. The convolutional filters in convolution bank have \(k = 1, \ldots, K\) kernel size to explicitly model the local contextual information in the unigram, bigram, up to \(K\)-grams manner, providing more discriminative feature learning performance for the following components.

As depicted in Fig.2, individual 1-D convolutional layers with different kernel size are employed to process along the temporal axis of input features \(n = 1, \ldots, N\). When kernel size

![Fig. 1. The architecture of the proposed model (CB-SA) for speech emphasis detection: a stack of \(M\) convolution bank layers + a stack of \(L\) self-attention layers. \(k\) is the kernel size of convolutional filters.](image)
For input sentence with $N$ words, the $d$-dimensional hidden output $H = \{h_1, ..., h_N\}$ is firstly computed in previous convolution bank component, and scaled dot-product attention [15] is then employed to compute the attention value. Note that query sequence $Q$, key sequence $K$, value sequence $V$ all come from $H$, which means $Q = K = V = H \in \mathbb{R}^{N \times d}$. And the attention value is calculated as follow:

$$
Attention(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d}})V
$$

In emphasis detection, employing self-attention mechanism allows the model to capture the paired dependencies between words in all positions of the utterance, reflecting the impact of the query word to all words in the speech.

As depicted in Fig.3, the multi-head attention mechanism is further proposed to exploit the dependencies in different representation subspaces of the input sequence. Enhanced with parallel multi-head computing, multi-head self-attention performs multiple attention function $r$ times to the sub queries, keys, values sequences $Q_i, K_i, V_i (i = 1, ..., r)$ which are computed with different learned linear projection using $H$ as input. This mechanism has reported with higher attention ability in producing the representation in [15]. Modified from Eq.2, the multi-head self-attention is calculated as

$$
MultiHead(Q, K, V) = \text{Concat}(head_1, ..., head_r)W^O
$$

where $head_i = Attention(HW_i^Q, HW_i^K, HW_i^V)$

For emphasis detection, considering the various individual characteristics of speakers, the prominence in speech may present with different property in different representation subspaces. Using multi-head attention mechanism can enhance the model ability in capturing emphasis, and improve the robustness of the proposed approach.

III. EXPERIMENTS

A. Experimental setup

Dataset. A well-organized emphatic speech corpus was employed to assess the performance of the proposed approach. 500 text prompts, each of which contains one or more emphatic words at different positions, were carefully designed to cover all kinds of pronunciation mechanisms and context characteristics of phonemes. Then, a professional native Mandarin female speaker was instructed to record the above emphatic speech data according to the text prompts and the emphasis labels. The word boundary was automatically labeled with an HMM-based forced alignment tool and manually corrected. Fig.4 depicts an example of emphasis labeling.

Features. The raw low-level descriptors (LLDs) extracted from speech signals contain three kinds of features: duration, fundamental frequency (F0), energy. Four statistical functions are then used to aggregate the frame-level F0 and energy:

$$
\begin{align*}
\text{Max}(\text{F0}), \text{Min}(\text{F0}), \text{Mean}(\text{F0}), \text{Std}(\text{F0}) \\
\text{Max}(\text{Energy}), \text{Min}(\text{Energy}), \text{Mean}(\text{Energy}), \text{Std}(\text{Energy})
\end{align*}
$$
(i) mean, (ii) maximum, (iii) standard deviation (SD), and (iv) range, resulting in 4-dimensional aggregated F0 related features, 4-dimensional aggregated energy related features, and 1-dimensional duration feature. 9-dimensional aggregated acoustic features are thus used for each word in utterances. Specially, the minimum value is not included following the suggestion in [6]. In this work, the sampling rate of speech signal is set to 16 kHz, and the TUM’s open-source openSMILE [18] feature extractor is used for LLDs feature extraction, with 25 msec frame window length and 5 msec frame intervals.

**Comparison methods.** Besides the proposed CB-SA model, state-of-the-art emphasis detection approaches with reported performance are collected to compare with the proposed approach, including SVM based approach and the temporal memory enhanced recurrent neural network LSTM and BLSTM based approaches. The combination use of convolution bank and BLSTM (CB-BLSTM) is also implemented to analyze the contribution of convolution bank in emphasis detection, which contains stacked convolution bank layers, a BLSTM layer, and the classifier.

**Evaluation metrics.** In all the experiments, we evaluate the detection performance in terms of Accuracy, Precision, Recall and F1-measure [19]. The emphasis corpus is divided with a proportion of 3:1:1 for training, validation, and testing. All experimental results are based on 5-fold cross-validation.

**Hyperparameters.** In the proposed framework and the comparisons, $M=2$ stacked convolution bank layers and $L=2$ stacked self-attention layers are employed for feature learning. More layers may cause the overfitting problem in our experience. Convolutional layers in convolution bank have $\{k = 1, 2, 3, 4\}$ kernel size respectively, each contains 32 filters. The head number $r$ employed in multi-head self-attention is set to 4. The emphasis classifier is constructed with 3 fully-connected layers, containing 64, 16, 2 units respectively. Adam [20] optimization algorithm is employed to train all the implementations, with an initial learning rate at 0.001.

**B. Experimental results**

Table I lists the performance of emphasis detection using different comparison methods. From the results, we can see that the performance of LSTM is better (in terms of F1-measure) than SVM, indicating contextual dependencies are important. And when both past and future contexts are considered (for BLSTM), the performance can be further improved (from 0.8074 to 0.8256 in terms of F1), which means bidirectional contextual dependencies are useful for our task.

Furthermore, comparing CB-BLSTM with BLSTM, both precision and recall of the former model is better indicating the effectiveness of convolution bank in modeling the local context. When self-attention mechanisms are considered, the CB-SA can achieve further performance improvement in emphasis detection (from 0.8473 to 0.8549 in terms of F1) compared with CB-BLSTM.

**C. Discussion**

1) **Analysis on convolution bank:** The convolution bank contains $K$ sets of 1-D convolutional filters, where the $k$-th convolutional layer is constructed with filters of kernel size $k$, $(k = 1, 2, ..., K)$. The number of sets $(K)$ affects the model performance. Shown in Table II, with the growing of $K$, the performance of the model is improved gradually at first and then tends to decrease. Probably because the emphasis is closely related to the nearest words and the word itself, the influence of words further apart are relatively small. Besides, the overfitting problem caused by the limited training data may explain the decrease. Hence we use the convolution bank containing $K=3$ sets of 1-D convolutional filters to compare with the baseline methods.

2) **Analysis on self-attention:** Self-attention mechanism is analyzed on an example shown in Fig.4, the emphasis is placed on the 1st word which means “as long as” and the 5th word which means “finally”. Fig.5 and Fig.6 depict the attention weights of the last self-attention layer when the number of heads is $r=1$ and $r=4$ respectively.

Compared with BLSTM, attention mechanism can learn to focus on more relevant information. As Fig.5 shows, the 1st column, 5th column, and last column are darker than the others. And the 1st word and 5th word are successfully predicted as emphasized words, while the last word is misjudged as emphasis. As depicted in each row of Fig.5, it is interesting to find that the neutral words tend to attend to the surrounding emphasized words, which means except the word itself (residual connection), the surrounding emphasized words affect the representation of current words greatly. Fig.6 consists of 4 subplots, representing attention weights of different heads. Each subplot attends to different columns and is finally combined to make the final decision: the 1st word and 5th word are perceived as emphasized words. Comparing Fig.6 and Fig.5, multi-head attention (4 heads) helps the model to
focus on information from different representation subspaces for improving the robustness of the proposed approach.

**Fig. 5.** Attention weights (1 head) of the last self-attention layer. X-coordinate and Y-coordinate represent the time step of keys and queries respectively.

**Fig. 6.** Attention weights (4 heads) of the last self-attention layer

### IV. CONCLUSIONS

This paper proposed a CB-SA model for emphasis detection in speech. We used the convolution bank to explicitly model local context from neighboring words, extracting the local prominence that is indicative of emphasis. Self-attention was employed to model the global dependencies between each word and the whole utterance. Analysis showed that the emphasized words will often affect the representation of other words in the utterances greatly. Experimental results demonstrated the effectiveness of our proposed method. Future work will explore the combination of linguistic features and acoustic features for emphasis detection.
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