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ABSTRACT

Dysarthric speech reconstruction (DSR) aims to transform dysarthric
speech into normal speech by improving the intelligibility and natu-
ralness. This is a challenging task especially for patients with severe
dysarthria and speaking in complex, noisy acoustic environments.
To address these challenges, we propose a novel multi-modal frame-
work to utilize visual information, e.g., lip movements, in DSR as
extra clues for reconstructing the highly abnormal pronunciations.
The multi-modal framework consists of: (i) a multi-modal encoder
to extract robust phoneme embeddings from dysarthric speech with
auxiliary visual features; (ii) a variance adaptor to infer the normal
phoneme duration and pitch contour from the extracted phoneme
embeddings; (iii) a speaker encoder to encode the speaker’s voice
characteristics; and (iv) a mel-decoder to generate the reconstructed
mel-spectrogram based on the extracted phoneme embeddings,
prosodic features and speaker embeddings. Both objective and sub-
jective evaluations conducted on the commonly used UASpeech
corpus show that our proposed approach can achieve significant
improvements over baseline systems in terms of speech intelligi-
bility and naturalness, especially for the speakers with more severe
symptoms. Compared with original dysarthric speech, the recon-
structed speech achieves 42.1% absolute word error rate reduction
for patients with more severe dysarthria levels.1

Index Terms— dysarthric speech reconstruction, multi-modal,
audio-visual, AV-HuBERT

1. INTRODUCTION
Dysarthria is a common form of speech disorders associated with
neuromotor conditions [1], such as Parkinson’s disease and cerebral
palsy, as well as brain damages due to stroke or head injuries [2].
Dysarthria leads to severe degradation of speech quality, highly vari-
able voice characteristics and large deviation from normal speech,
significantly affecting the communication between dysarthric pa-
tients and their family or caregivers [3]. Dysarthric speech re-
construction (DSR) is among the effective solutions to assist the
communication by converting dysarthric speech to normal speech
with higher intelligibility and naturalness.

* Corresponding authors. This research is supported by National Natural
Science Foundation of China (62076144), CUHK Direct Grant for Research
(Ref. No. 4055221), the CUHK Stanley Ho Big Data Decision Analytics
Research Centre and the Centre for Perceptual and Interactive Intelligence.

1Audio samples: https://Chenxuey20.github.io/MMDSR

DSR is a challenging task that attracts many research efforts
to improve the speech quality, intelligibility and naturalness of re-
constructed speech. The voice banking-based method employs the
speech recordings of dysarthric patients that are collected before
their pronunciation ability deteriorates to build personalized text-
to-speech (TTS) synthesis systems [4]. However, this approach is
constrained by the condition of having the speech recordings before
dysarthria and not sutiable for all patients [5]. Some studies try to
tackle the reconstruction problem by voice conversion (VC) tech-
niques which adjust dysarthric speech signals to be more intelligible
and natural while keep the content unchanged. Among them, the
rule-based VC modifies the temporal or frequency characteristics of
speech according to specifically designed rules [6]. The statistical
VC approach creates a mapping function between the acoustic fea-
tures of dysarthric and those of normal speech, based on Gaussian
mixture model (GMM) [3], non-negative matrix factorization (NMF)
[7], and partial least square (PLS) [8], etc. After that, an end-to-
end VC (E2E-VC)-based DSR system is proposed with cross-modal
knowledge distillation (KD) by distilling a speech encoder from a
pretrained speech recognition model to replace the text encoder of
a sequence-to-sequence (seq2seq) TTS system [9]. Compared with
the naive cascaded system that feeds the automatic speech recog-
nition (ASR) results to a TTS model, E2E-VC does not constrain
the intermediate representations to text characters and can generate
speech with lower error and higher fidelity. Furthermore, an addi-
tional prosody corrector and deep speaker encoder are added to im-
prove the prosody and speaker similarity [10].

Previous works mainly focus on the dysarthric patients with
lower severity levels [9, 10]. However, the intelligibility and natu-
ralness of reconstructed speech are still unsatisfactory especially for
the highly serious dysarthric speakers. Besides, the complex noisy
environments also have a critical effect on the semantic representa-
tion extraction. In these cases, it is insufficient to rely solely on the
information from the audio modality. In fact, human perception of
speech is intrinsically multi-modal, involving audition and vision.
Previous researches have shown that incorporating visual modality
can improve the performance of ASR systems in noisy environments
[11] and on disordered speech [12].

With all listed imperfections taken into consideration, this pa-
per proposes a multi-modal framework that introduces visual fea-
tures for improved DSR performance based on our previous work
[10]. Firstly, a multi-modal encoder is specially designed to extract
more robust phoneme embeddings from dysarthric speech and vi-
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(a) The overall architecture of the proposed model

Fig. 1. Diagram of the proposed multi-modal DSR system, where (a) illustrates the overall architecture with Multi-modal Encoder, Variance
Adaptor, Speaker Encoder and Mel-Decoder, (b) and (c) show two different Multi-modal Encoders to be compared respectively.

sual inputs. Secondly, we use a variance adaptor to infer the nor-
mal phoneme duration and pitch values from the extracted phoneme
embeddings. Thirdly, the mel-decoder takes robust phoneme em-
beddings and normal prosody features as inputs to generate the con-
verted speech, conditioned on the speaker embedding that is learned
via a well-trained speaker encoder. The main contributions of this
paper include:

• To the best of our knowledge, this is the first time to propose a
multi-modal DSR model which uses both the audio and visual
features to reconstruct the dysarthric speech.

• Two different multi-modal encoders are proposed and com-
pared with the audio-only encoder. Specially, we adopt the
pretrained AV-HuBERT to this task to extract more accurate
semantic representations.

• Both objective and subjective experimental results show that
our proposed multi-modal DSR system achieves significant
improvements in terms of speech intelligibility and natural-
ness, especially for the speakers with more severe symptoms.

2. METHODOLOGY

Our proposed multi-modal DSR model is illustrated in Fig. 1
(a). It mainly consists of a multi-modal encoder, a variance adap-
tor, a speaker encoder and a mel-decoder. Specifically, the multi-
modal encoder strives to extract robust phoneme embeddings from
dysarthric audio and video inputs. The variance adaptor is in-
troduced to explicitly model the prosodic features. The speaker
encoder is used to learn the speaker embedding. The mel-decoder
takes phoneme embeddings and prosody features as inputs to gener-
ate the converted speech, conditioned on the speaker embedding.

2.1. Multi-modal Encoder for Phoneme Embeddings Extraction

To reconstruct the linguistic content of original dysarthric speech, a
multi-modal encoder is used to extract robust linguistic representa-
tions. Following [10], we adopt the multi-modal encoder outputs,
i.e., the phoneme probability distribution, as the phoneme embed-
dings, which are denoted as p. In order to verify the effect of visual
information in the DSR task, two different multi-modal encoders are
proposed and compared with the audio-only encoder as follows.

2.1.1. Audio-only Encoder

As shown in Fig. 2, the audio-only encoder has a similar architec-
ture as in [10], which contains an audio feature extractor and a com-
mon auto-regressive (AR) seq2seq ASR model Φ. As the dysarthric

audio has strong background noise which degrades the speech en-
coder performance, we first adopt log-MMSE speech enhancement
algorithm [13] to preprocess the audio, and then 80-dimension fil-
ter banks (FBKs)+∆ features are extracted as the audio features xa.
Upon the audio features, a seq2seq ASR model Φ consisting of a
VGG-based encoder [14] and an AR decoder with connectionist tem-
poral classification (CTC) is adopted. The encoder is composed of a
6-layer VGG extractor and 5 bidirectional long short-term memory
(BLSTM) layers with 512 units per direction. The decoder contains
a 512-dimensional location-aware attention module and 2 LSTM
layers with 1024 units per layer. Finally, the ASR model Φ outputs
phoneme embeddings p, which can be represented as p = Φ(xa).

A
udio Feature
Extractor

V
G

G
-based

Encoder

A
R

 D
ecoder

Phoneme
Embeddings

Fig. 2. Audio-only Encoder

2.1.2. VGG-based Audio-Visual Encoder

Inspired by the success of audio-visual speech recognition [15, 16],
we develop a VGG-based audio-visual encoder to introduce the vi-
sual feature inputs based on the audio-only encoder. As illustrated
in Fig. 1 (b), the visual features xv are extracted by a visual feature
extractor. Firstly, we force-align each video segment with the corre-
sponding audio features by upsampling. After that, an off-the-shelf
face alignment network [17] is employed to detect lip landmarks on
the upsampled video data, followed by affine transformation to make
the detected lip regions horizontal. Finally, discrete cosine transform
(DCT) and linear discriminant analysis (LDA) are used to downsize
and obtain the visual features xv . Since the extracted visual features
xv are temporally aligned with the audio features xa, we further
take the common operation of concatenating both audio and visual
features along the feature dimension followed by a fully-connected
(FC) layer to fuse and get the audio-visual features, which are further
fed into the following seq2seq ASR model Φ. It can be described as
p = Φ(W1(x

a ⊕ xv) + z1), where ⊕ is concatenation along the
feature dimension, W1 and z1 are FC-layer parameters.

2.1.3. AVHuBERT-based Audio-Visual Encoder

AV-HuBERT [18] is a self-supervised learning framework for audio-
visual speech representations by masking multi-stream video inputs
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and predicting multi-modal hidden units that are automatically
discovered and iteratively refined. AV-HuBERT can learn power-
ful audio-visual speech representations benefiting both lip-reading
and ASR. Therefore, as shown in Fig. 1 (c), we adopt the well-
pretrained AV-HuBERT transformer encoder to replace the VGG-
based encoder in the multi-modal encoder. Similarly, the audio-
visual feature fusion before the backbone transformer encoder is
also concatenation along the feature dimension, which is consistent
with the original AV-HuBERT design. The fused features are fed
to a FC layer to map the extracted features to the corresponding
dimension in the AV-HuBERT. Likewise, the process is represented
as p = Φ̃(W2(x

a ⊕ xv) + z2), where Φ̃ is the improved ASR
model with AV-HuBERT, W2 and z2 are the FC-layer parameters.

2.2. Variance Adaptor for Explicit Prosody Modeling

Inspired by the prosody modeling in TTS systems [19, 20, 21], we
adopt a variance adaptor to reconstruct the dysarthric prosody to its
normal version by explicit prosody modeling. As shown in Fig. 1
(a), the variance adaptor contains a phoneme duration predictor and
a pitch (F0) predictor. Both duration and F0 predictors adopt the
same structure, which consists of 3 bidirectional gated recurrent unit
(BiGRU) layers with 256 units per direction, 3 convolution layers
with kernel sizes of 5, 9 and 19 respectively, and a 1-dimensional
FC layer. Both duration and F0 predictors are trained with L1 loss
using normal speech: (1) For duration prediction, the inputs are
phoneme embeddings p extracted by the multi-modal encoder us-
ing the teacher-forcing mode. The targets are ground-truth phoneme
durations. (2) For F0 prediction, the expanded phoneme embeddings
p̂ based on the ground-truth phoneme durations are used as the in-
puts, and the targets are the ground-truth F0, denoted by v. When
the duration and F0 predictors are well-trained, the variance adaptor
is expected to infer normal prosody values to replace their abnormal
counterparts for speech reconstruction.

2.3. Speaker Encoder and Mel-Decoder

To preserve the original speaker timbre, a scalable and accurate neu-
ral network for speaker verification task is adopted as the speaker
encoder to produce a fixed-dimensional deep speaker embedding
(DSE) e for a speech utterance, following [22]. The speaker encoder
is trained using a generalized end-to-end speaker verification loss,
so that the DSEs extracted from one speaker’s utterances have high
similarity, and those from different speakers have low similarity.

The mel-decoder denoted as M is finally used to generate the
reconstructed mel-spectrogram m, based on the extracted content
representation, prosodic features and speaker embeddings. Specifi-
cally, the expanded phoneme embeddings p̂, the pitch value v and
the repeated DSE ê are first concatenated for each time step and
then fed into the mel-decoder, which can be represented as m =
M(p̂ ⊕ v ⊕ ê). The mel-decoder is trained with normal speech
data to minimize a loss L (e.g., L1 loss) that measures the distance
between the predicted and ground-truth mel-spectrograms.

3. EXPERIMENTS

3.1. Experimental Settings

Experiments are conducted on the UASpeech [23], LJSpeech [24]
and VCTK [25] datasets. The UASpeech corpus is a benchmark
disordered speech corpus, which is recorded by an 8-channel mi-
crophone array and a video camera with some background noise. 7
channels are segmented into single word audios. We use parallel
WaveGAN (PWG) [26] as vocoder to synthesize the waveform from

(a) M12 (b) F02

(c) M16 (d) F04

Fig. 3. Example video snapshots of four UASpeech speakers M12,
F02, M16 and F04 with various angles facing the camera.

the converted mel-spectrograms. We use the VCTK Corpus with 105
native speakers to train the speaker encoder, mel-decoder and PWG.
The LJSpeech with normal speech from a female speaker is used to
train the duration predictor and F0 predictor in the variance adaptor.

As the dysarthria severity is varied among different patients,
which increases the modeling difficulties to build a generalized DSR
system for all patients, four speaker-dependent DSR systems are sep-
arately built for the four selected speakers (M12, F02, M16 and F04)
with the lowest speech intelligibility. The example video snapshots
and speech intelligibility (the correct percentage in word transcrip-
tion tasks) of the selected four speakers are shown in Fig. 3 and Table
1 respectively. To verify the effectiveness of visual information for
the DSR task, three types of model settings are compared:

• A-DSR: The audio-only encoder (described in 2.1.1) is used
for the DSR model.

• AV-DSR: The VGG-based audio-visual encoder (described in
2.1.2) is used for the DSR model.

• AVHuBERT-DSR: The AV-HuBERT-based audio-visual en-
coder (described in 2.1.3) is used for the DSR model, where
the open-source pretrained ‘AV-HuBERT Base’ model1 is
adopted in our experiments.

The multi-modal encoders and audio-only encoder are first
trained on the whole dysarthric speech dataset of all speakers, and
then finetuned on the target speaker to improve phoneme prediction
accuracy. Adadelta optimizer [27] with learning rate of 1 and batch
size 8 is applied for the training and finetuning for 1M and 2k steps,
respectively. Both duration and F0 predictors are trained by the
Adam optimizer [28] with learning rate of 0.001 and batch size of
16 for 30k steps. The parameter settings and training details of
speaker encoder and mel-decoder are the same as [29].

3.2. Experimental Results and Analysis

3.2.1. Multi-modal Encoder Comparison with Audio-only Encoder

In order to verify the effectiveness of visual features, we first de-
code the phoneme sequences from the phoneme embeddings output
from the two different multi-modal encoders and the audio-only en-
coder, respectively. Phoneme error rate (PER) is calculated with the
ground-truth phoneme sequence for the three decoded phoneme se-
quences. The results are shown in Table 1.

In general, the PERs for all speakers are still at a high level,
as the DSR task is very challenging. Note that in our experiments,

1https://github.com/facebookresearch/av hubert
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Table 1. Results of multi-modal encoder comparison with audio-only encoder and objective speech intelligibility comparison, where ‘∆1’
denotes the WER or PER improvement between the best and worst DSR systems, ‘∆2’ denotes the WER improvement between the best DSR
system and original dysarthric speech.

Speaker Speech Metrics Original Original A-DSR AV-DSR AVHuBERT ∆1: ∆2:
Intelligibility (Mel+PWG) -DSR Best-Worst Best-Original

M12 Very Low (7.4%) PER - - 57.0% 53.0% 47.0% -10.0% -
WER 98.0% 99.0% 65.7% 60.6% 55.9% -9.8% -42.1%

F02 Low (29%) PER - - 56.0% 52.0% 48.0% -8.0% -
WER 93.4% 97.8% 62.5% 59.2% 56.1% -6.4% -37.3%

M16 Low (43%) PER - - 48.0% 46.0% 39.0% -9.0% -
WER 81.6% 90.1% 60.3% 57.0% 51.3% -9.0% -30.3%

F04 Middle (62%) PER - - 43.0% 42.0% 36.0% -7.0% -
WER 67.6% 81.3% 55.6% 55.4% 48.0% -7.6% -19.6%

Average - PER - - 51.0% 48.3% 42.5% -8.5% -
WER 85.2% 92.1% 61.0% 58.1% 52.8% -8.2% -32.4%

we specially select the speakers with lowest speech intelligibility.
Hence, the obtained PER results indicate the effectiveness of the
three encoders. After adding visual features, the performance of
AV-DSR is improved compared to A-DSR, and the pretrained AV-
HuBERT model achieves the best results, with an average PER re-
duction of 8.5%. It is worth noting that as the speech intelligibility
decreases, i.e., the difficulty of reconstruction gradually increases,
the improvement brought by visual features becomes more obvious,
with the PER reduction increasing from 7.0% to 10.0%.

3.2.2. Objective Speech Intelligibility Comparison

To show the content intelligibility improvement of final recon-
structed speech compared with the ‘Original’ dysarthric speech, a
publicly released ASR model, Whisper [30], is used to obtain the
word error rate (WER) with greedy decoding. We also report the
result for copy synthesis ‘Original (Mel+PWG)’ that uses the orig-
inal mel-spectrograms to synthesize the waveform by using PWG
vocoder.

As can be observed in Table Table 1, ‘Original (Mel+PWG)’
is inferior to ‘Original’ for all four speakers, which indicates that
the PWG vocoder tends to degrade the speech quality. Similar to
the PER results of multi-modal and audio-only encoders, the perfor-
mance of AV-DSR with visual features is generally improved com-
pared with A-DSR, and the pretrained AV-HuBERT model further
improves the results for all the 4 speakers, with an average WER
reduction of 8.2%. Compared with the original dysarthric speech,
the reconstructed speech of AVHuBERT-DSR achieves an average
WER reduction of 32.3% for all the speakers and the best WER
reduction of 42.1% for the most severe speaker M12. Similarly
and importantly, as the original speech intelligibility decreases, the
WER reduction, either ‘Best-Worst’ between the best DSR system
(AVHuBERT-DSR) and the worst DSR system (A-DSR) or ‘Best-
Original’ between the best DSR system (AVHuBERT-DSR) and the
original dysarthric speech, gradually becomes more obvious. Both
the PER and WER results illustrate that it is not enough to rely solely
on audio features for the highly severe patients, and visual features
can play an important role in these cases.

3.2.3. Subjective Speech Naturalness Comparison

Mean opinion score (MOS) tests are conducted to verify the effec-
tiveness of the proposed method to improve the intelligibility and
naturalness of reconstructed speech. 10 subjects are invited to 5-
scale mean opinion score (MOS) tests (1-bad, 2-poor, 3-fair, 4-good,
5-excellent) to evaluate speech intelligibility and naturalness. We

(a) M12
0
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2.21

3.33 3.56
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(b) F02
0
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2
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5

2.38

3.40 3.54
4.06

(c) M16
0

1

2

3

4
5

2.74
3.42 3.64 4.04

(d) F04
0

1

2

3

4
5

2.80
3.58 3.69

4.14

Original A-DSR AV-DSR AVHuBERT-DSR

Fig. 4. Comparison results of MOS with 95% confidence in terms of
speech intelligibility and naturalness.

random select 10 testing utterances from speaker M12, F02, M16
and F04 respectively. Fig. 4 shows the MOS test results for the
speakers, where ‘Original’ denotes the original dysarthric speech.

On one hand, compared with the original speech, we can observe
that all the three DSR systems achieve significant improvements and
AVHuBERT-DSR achieves the best result with a MOS score around
4. On the other hand, compared with the A-DSR system that only
takes audio features as inputs, AV-DSR and AVHuBERT show bet-
ter MOS scores for all the speakers. Specifically, the improvement
brought by introducing visual features is the most obvious for the
most severe patient M12, changing from 3.33 of A-DSR to 3.98 of
AVHuBERT-DSR. The MOS results are consistent with the objective
experimental results, which further demonstrate that visual features
are very helpful for the DSR task, especially for the patients with
more severe dysarthria levels.

4. CONCLUSION
This paper proposes to incorporate visual features for improving
dysarthric speech reconstruction (DSR). Two different multi-modal
encoders have been developed and compared with the audio-only en-
coder. Specifically, we adopt the pretrained AV-HuBERT to this task
to extract more accurate semantic representations. Both objective
and subjective experimental results show that the proposed approach
can achieve significant improvements in terms of speech intelligi-
bility and naturalness, especially for the speakers with more severe
symptoms.
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