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Abstract—Current Text-to-audio (TTA) models mainly use
coarse text descriptions as inputs to generate audio, which
hinders models from generating audio with fine-grained control
of content and style. Some studies try to improve the granularity
by incorporating additional frame-level conditions or control
networks. However, this usually leads to complex system design
and difficulties due to the requirement for reference frame-level
conditions. To address these challenges, we propose AudioCom-
poser, a novel TTA generation framework that relies solely on
natural language descriptions (NLDs) to provide both content
specification and style control information. To further enhance
audio generative modeling, we employ flow-based diffusion trans-
formers with the cross-attention mechanism to incorporate text
descriptions effectively into audio generation processes, which
can not only simultaneously consider the content and style
information in the text inputs, but also accelerate generation
compared to other architectures. Furthermore, we propose a
novel and comprehensive automatic data simulation pipeline
to construct data with fine-grained text descriptions, which
significantly alleviates the problem of data scarcity in the area.
Experiments demonstrate the effectiveness of our framework
using solely NLDs as inputs for content specification and style
control. The generation quality and controllability surpass state-
of-the-art TTA models, even with a smaller model size. 1

Index Terms—audio generation, natural language description,
style control, flow-based, diffusion

I. INTRODUCTION

Text-to-audio (TTA) generation focuses on generating au-
thentic and accurate audios corresponding to the informa-
tion specified in text inputs [1]. TTA plays a crucial role
in producing various sound effects and applies to diverse
fields including movie sound effect creation, virtual reality,
game design, audio editing, and interactive systems [2], [3].
In recent years, there have been remarkable advancements
in deep generative models [4]–[6], which have substantially
contributed to the development of audio generation. Some
recent works have made considerable progress by employing
diffusion models [1], [7]–[12] or autoregressive models [13]–
[15]. These existing approaches primarily concentrate on audio
generation based on coarse text content descriptions, which in
turn restricts the style controllability of generating fine-grained
audio. For instance, they are unable to specify and generate

1Demo and code are available in https://lavendery.github.io/AudioComposer/.
∗Work performed during an internship at Tencent AI Lab. †Corresponding
author. This work was supported by National Natural Science Foundation of
China (62306260,62076144).

accurate temporal locations of sound events, which is a crucial
limitation for applications such as video dubbing.

To achieve such detailed control, the availability of fine-
grained text-audio pair data is a vital prerequisite. Neverthe-
less, such paired text-audio data is generally difficult to ob-
tain, especially with fine-grained instructions. Recently, Make-
An-Audio2 [2] employed large language models (LLMs) to
augment structured captions into natural language captions,
which alleviates the issue of insufficient temporal paired
data. However, this approach is constrained to the simple
instructions with temporal orders (e.g., “sound A and then
sound B”) and fails to specify more detailed information,
like precise timestamps and durations (e.g., “sound A starts
from 2.5 seconds and lasts for 3 seconds”). Another research
line for improving fine-grained controllability proposes to
incorporate extra control conditions into the TTA systems.
PicoAudio [16] utilized frame-level timestamp information
as complementary conditions to text inputs. Guo et al. [3]
designed a specialized encoder to extract control information
from frame-level conditions and a Fusion-Net for integrating
the fine-grained control information in the generation pro-
cess. However, these approaches increase model complexity
and also bring difficulties during inference as extra frame-
level conditions from reference audios are required. There-
fore, current controllable TTA research still faces three main
challenges: (1) scarcity of fine-grained audio-text data; (2)
complexity in incorporating control information; (3) lack of
precision in control capabilities.

In this paper, we propose AudioComposer, a fine-grained
audio generation framework based on flow-based diffusion
transformers with only text as inputs for both content spec-
ification and style control. First, to mitigate the issue of data
scarcity, we introduce an innovative online data simulation
pipeline that enables fine-grained style annotations, including
information of timestamps, pitch, and energy, with natural
language descriptions (NLDs). Second, leveraging the auto-
matic data simulation pipeline, AudioComposer exclusively
depends on fine-grained natural language guidance for control-
lable TTA generation. This approach eliminates the need for
additional frame-level conditions or complex control networks,
achieving high simplicity and efficiency. Finally, inspired by
the success of flow matching and diffusion transformers [17],
[18], considering the need to preserve fine-grained text rep-
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Fig. 1. The left picture shows the overview of AudioComposer, while the right picture illustrates the details of DiT Block. MHSA: Multi-Head Cross-Attention.
MHCA: Multi-Head Self-Attention. ⊕ means add.

resentation [19], [20], we explore flow-based diffusion trans-
formers by integrating text conditions through cross attention
mechanisms, which can capture inherent connections between
fine-grained text representation and latent audio tokens. This
architecture not only accelerates the generation process but
also enhances audio generative performance. In summary, the
main contributions of this paper are as follows:
• We present a comprehensive automatic data simulation

pipeline to generate fine-grained NLDs, which effectively
tackles the issue of data scarcity in controllable TTA sys-
tems.

• Our method utilizes NLDs to enable precise control in TTA
generation, eliminating the need for additional conditions or
complex control networks.

• We employ flow-based diffusion transformers with the
cross-attention mechanism, which improves generation
speed, quality, and controllability.

II. METHODOLOGIES

This section presents our fine-grained TTA generation sys-
tem AudioComposer. The overall architecture is demonstrated
in Fig. 1, consiting of a variational auto-encoder (VAE) [21], a
flow-based diffusion transformer (DiT) model [18], a text en-
coder [22], and a vocoder [23]. Following previous works [2],
[7], we use pre-trained and frozen Mel-VAE and BigVGAN-
based vocoder [23] in our framework.

A. Data Mixer for AudioComposer

Our data mixer can generate a dataset, referred to as
AudioTPE, with fine-grained annotations which include event
labels, timestamps, pitch, and energy information. The simu-
lation process to obtain AudioTPE consists of the following
steps. First, for datasets comprising a series of clean sound
events, where typically each audio contains only one sound
event, we initially calculate the average pitch and energy for
each audio file, which are partitioned into high, normal, and
low categories based on the 25%, 50%, and 75% quantiles.
In this way, each audio possesses its distinct pitch and energy
categories. We then randomly select these annotated audios to

simulate mixed audios with durations less than 10 seconds.
During this process, we record start time, end time, pitch cat-
egory, and energy category of each event in simulated audios,
which yields fine-grained annotated audio data. Finally, we
generate NLDs based on these annotations using a template,
e.g., “Dog bark, Start at 3.6s and End at 7.4s, it has Normal
Pitch and Low Energy.”

B. AudioComposer

Flow matching [17], [20] has demonstrated powerful gener-
ation performance and efficiency in image processing fields. In
this paper, we explore the ability of flow-based diffusion mod-
els in AudioComposer. Inspired by DiT [18], [19], [24], [25]
and Sora, we also propose to combine flow-based diffusion
formulation and transformer-based structure. In the following,
we first review the flow matching and then show how to
achieve fine-grained control using only NLDs.

1) Conditional Flow Matching: Conditional flow matching
(CFM) [17] aims to learn a mapping between samples ε ∼
N (0, I) from noise distribution to samples x ∼ p(x) from data
distribution through the following interpolation-based forward
process between the time interval [0, 1]:

xt = αtx+ βtϵ, (1)

where α0 = 0, β0 = 1, α1 = 1, and β1 = 0. With different
choices of αt and βt, different interpolation schedules are
obtained, e.g., the linear interpolation xt = tx + (1 − t)ϵ
with αt = t, βt = 1 − t. The goal is to employ a trainable
neural network vt(xt; θ) to approximate the time-dependent
velocity field ut(xt) = α′

tx+β′
tϵ, where α′

t and β′
t denote the

derivatives of αt and βt with respect to time t. The training
loss can be defined as [20]:

Lflow = Et∼U [0,1],ϵ∼N (0,I),p(x)||vt(xt; θ)− ut(xt)||2, (2)

where U [0, 1] is a uniform distribution, sharing similarity with
the noise prediction or score prediction losses in diffusion.

With the trained network, we can transform noise samples
into data samples by solving the flow ordinary differential
equation (ODE) from t = 0 to t = 1:



dxt = vt(xt; θ)dt. (3)

2) Fine-grained Control with Natural Language Descrip-
tions: To ensure capturing content specification and style con-
trol information, we utilize the pre-trained T5 [22] as the text
encoder based its outstanding natural language understanding
capability. The content and style information is extracted by T5
from NLDs into the representation ccont+style. Based on the
pre-trained VAE, z0 is generated from mel-spectrograms. The
diffusion process is conducted to gradually add noise to z0 to
obtain the noisy tokens zt, which is further encoded to a latent
representation x using linear layers. As depicted in the left
picture of Fig. 1, we employ latent representations x and text
representations of c and ct as inputs to the DiT blocks. Follow-
ing the standard DiT that utilizes a modulation mechanism [19]
to condition the network on both the timesteps of the diffusion
process and the class labels, we combine embeddings of the
timestep t and pooled representations of ccont+style into ct
as inputs for the DiT blocks. Considering that the pooled text
representations retain merely coarse-grained information about
text inputs [26], while our AudioComposer needs fine-grained
text representations to achieve accurate control [19], [20], we
also incorporate the sequence representation c transfromed
from ccont+style by multi-layer perceptron (MLP) without
pooling into each DiT block.

The structure of the DiT blocks is shown in the right picture
of Fig. 1. The queries xq of latent audio tokens are used to
aggregate information from keys and values of text representa-
tions c using a cross-attention mechanism, which helps capture
inherent connections between text and latent audio tokens and
contributes to fine-grained information extraction. Given audio
queries xq , keys xk, and values xv with text keys ck and
values cv , the final output of self-attention and cross-attention
is computed as:

A = softmax

(
x̃qx̃

T
k√
d

)
xv + tanh(α)softmax

(
x̃qc

T
k√
d

)
cv,

where x̃q and x̃k means applying Rotary Position Embedding
(RoPE) [27] to audio queries and keys, d represents the
dimension of queries and keys, α denotes the zero-initialized
learnable parameter in the gated cross-attention [28]–[30].
Using the outputs of the last DiT block, we can recover the
latent tokens by solving ODE during inference. Lastly, we can
get waveforms with the help of VAE decoder and Vocoder.

III. EXPERIMENTAL SETUP

A. Dataset

In the experiments, we use three types of datasets:
(1) AudioTPE data. We combine several datasets, in-
cluding FSD50K [31], ESC50 [32], UrbanSound8K [33],
ODEON Sound Effects2, to simulate mixed data online. Each
audio in the raw datasets typically encompasses a single sound
event. With a total of 49k audios amounting to approximately
140 hours, we perform online simulation and fine-grained
annotation of the data, as introduced in Section II-A to

2https://www.paramountmotion.com/odeon-sound-effects

TABLE I
RESULTS ON AUDIOCONDITION TEST SET. -S: SMALL, -L: LARGE.

Model #Params Objective(%) ↑ Subjective↑
F1event F1seg MOSt MOSq

Ground Truth - 43.36 63.46 4.01 4.24
AudioLDM-L-Full 739M 3.21 23.94 - -

AudioLDM2 346 M 4.71 39.72 - -
AudioLDM2-Large 712M 8.4 46.19 - -

Tango 866M 1.6 26.51 - -
Tango2 866M 4.04 39.41 1.69 2.8

MC-Diffusion [3] 1076M 29.07 - - -
Tango+LControl 866M 21.46 55.15 2.47 3.01

AudioComposer-S 272M 43.51 60.83 4.6 3.81
AudioComposer-L 742.79M 44.4 63.3 4.51 4.02

obtain the final AudioTPE dataset that contains fine-grained
annotations on information of events, time, pitch, and energy.
(2) AudioCondition [3]. This dataset is derived from AudioSet
Strong [34], [35], which contains about 81k audios, in total
about 230 hours, with temporally strong labels. (3) Audio-
Caps [36]. This is a large-scale dataset of about 46K audio
clips to human-written text pairs, totaling around 120 hours.
It contains only content information without style control.

B. System Configuration

We train the VAE to compress mel-spectrograms into
20-dimension latent representations. The AudioComposer is
trained on 8 NVIDIA V100 GPUs, using a batch size of
16 per GPU. We employ the AdamW optimizer [37] with
a learning rate of 1e-4. All model is trained with 70k steps,
and the transformer head is 32. The AudioComposer has two
versions with different parameter sizes, i.e., AudioComposer-
S with 6 transformer blocks and a hidden size of 768, and
AudioComposer-L with 9 transformer blocks and a hidden size
of 1024.

C. Evaluation Metrics

Objective metrics. For timestamp control, we employ a sound
event detection (SED) model to pinpoint the locations of
generated sound events. The open-source SED system PB-
SED3 [38] is used. We utilize event-based macro F1-score
(F1event), and segment-based macro F1-score (F1seg) to
evaluate event accuracy [39]. For pitch and energy control, we
evaluate the accuracy (ACC) of pitch and energy categories
across all audio clips. We also evaluate the mean absolute error
(MAE) between frame-wise pitch and energy extracted from
generated audios and those from ground-truth audios [40].
Subjective metrics. We conduct mean opinion score (MOS)
assessment from multiple perspectives: (1) temporal controlla-
bility (MOSt) for evaluating accuracy of timestamp control;
(2) pitch controllability (MOSp) for assessing accuracy of
pitch control; (3) energy controllability (MOSe) for measuring
accuracy of energy control, and (4) audio quality (MOSq) for
evaluating naturalness of generated audios (without taking into
account the accuracy of time, pitch, or energy). For each task,
10 test groups from each model are rated by 10 evaluators,
and the mean score is calculated.

3https://github.com/fgnt/pb sed



TABLE II
RESULTS ON AUDIOTPE TEST SET. -S DENOTES THE SMALL MODEL SIZE, AND -L DENOTES THE LARGE MODEL SIZE.

Model #Params Timestamp Pitch Enenrgy Subjective↑
F1seg(%) ↑ ACC(%) ↑ MAE ↓ ACC(%) ↑ MAE ↓ MOSt MOSp MOSe MOSq

Ground Truth - 60.63 78.75 - 90.16 - 4.57 4.41 4.4 4.48
AudioLDM-L-Full 739M 23.11 29.98 108.97 37.81 34.4 - - - -

AudioLDM2 346 M 41.54 33.55 129.05 43.62 36.61 - - - -
AudioLDM2-Large 712M 39.72 33.56 118.87 42.05 34.56 - - - -

Tango 866M 33.79 35.57 116.95 44.07 30.11 - - - -
Tango2 866M 44.35 34.45 118.6 48.99 30.7 2.11 2.59 2.61 2.77

Tango+LControl 866M 47.91 39.37 113.9 52.13 27.4 4.14 3.41 3.93 3.68
AudioComposer-S 272M 50.97 60.63 91.25 63.53 37.33 4.5 3.71 3.63 3.82
AudioComposer-L 742.79M 51.36 56.6 87.72 65.77 37.03 4.58 3.64 4.20 4.11

TABLE III
ABLATION STUDIES ON AUDIOCONDITION TEST SET.

Model F1event(%) ↑ F1seg(%) ↑
Ground Truth 43.36 63.46

AudioComposer-S 43.51 60.83
w 200 inference steps 46.43 66.19

w/o flow matching 35.19 46.92
w/o AudioCaps 34.55 47.84

IV. RESULTS AND ANALYSES

A. Results on AudioCondition

In this experiment, we train AudioComposer on all datasets
introduced in Section III-A and evaluate it on AudioCondi-
tion. We compare AudioComposer with mainstream gener-
ative models, including AudioLDM [8], AudioLDM2 [11],
Tango [10], Tango2 [12], and MC-Diffusion [3], to assess
the performance of temporal controllability, with the results
provided in Table I. As Tango and AudioLDM generate audio
without the need for temporal conditions, we train Tango 4

from scratch with language control as a more direct compar-
ison baseline, namely Tango+LControl. Considering the lack
of style control in open-source models and the cost of human
resources, we only select Tango2 for the MOS evaluation.

Table I shows that our AudioComposer outperforms these
baseline models across all metrics. Interestingly, AudioCom-
poser even surpasses the ground truth in F1event and MOSt.
This can be attributed to the fact that the ground truth is
derived from AudioSet, which contains some extraneous noise
apart from specific events. These results demonstrate the
outstanding performance of AudioComposer, even with fewer
parameters in AudioComposer-S.

B. Results on AudioTPE

Similar to Section IV-A, we compare our AudioComposer
with several mainstream baseline models in terms of time,
pitch and energy controllability on the AudioTPE test set.
As shown in Table II, AudioComposer exhibits significant
performance advantages in nearly all metrics. It is noteworthy
that on energy control, AudioComposer exhibits a notable
performance advantage in the ACC metric, yet a inferior
performance in the MAE metric. This can be attributed to
the input control information of our approach being limited
to only three categories: high, normal, and low, rather than
frame-level pitch and energy contours. As a result, the ACC

4https://github.com/declare-lab/tango/tree/master

metric, which measures the accuracy of the three categories,
demonstrates higher performance, while the frame-wise MAE
metric performance is less satisfactory. However, the superior
category accuracy also indicates the AudioComposor can
generate pitch and energy within more appropriate ranges than
baselines.

C. Ablation Study

Table III provides further ablation studies on AudioCondi-
tion. Firstly, we remove flow matching and use the DDPM-
based diffusion method, which results in a slight performance
decline compared to AudioComposer-S. This suggests that the
flow-based diffusion can enhance the model’s control capabil-
ity. In terms of inference efficiency, both DDPM-based diffu-
sion and Tango need 200 steps, while our method can generate
high-quality audio in just 25 steps. Our method also achieves
better results with the same number of steps. Furthermore,
when comparing our AudioComposer using DDPM-based
diffusion transformer in Table III with Tango+LControl using
U-Net diffusion from Table I, our diffusion transformer still
achieves comparable performance, particularly in F1event.

As shown in Table III, we remove the AudioCaps data and
retrain the model AudioComposer-S, resulting in a perfor-
mance decline. This validates that our method can utilize other
coarse-grained data to enhance audio generation performance,
as the models can be trained solely on NLDs in a holistic man-
ner. Furthermore, AudioComposer can generate audio without
style control, and we have evaluated it on the AudioCaps test
set, as presented on our demo page due to page limitation.

V. CONCLUSIONS

In this study, we present a fine-grained audio generation
approach with natural language descriptions using flow-based
diffusion transformers. The proposed method does not require
additional conditions or complex network structures, as it re-
lies solely on natural language descriptions to provide content
specification and style control information with simplicity and
efficiency. We also propose a novel automatic data simulation
pipeline that can construct fine-grained data and significantly
alleviate the problem of data scarcity. Extensive experimental
results prove that our approach enhances the speed, quality,
and controllability of TTA generation and achieves state-of-
the-art performances.
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