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Abstract
Fine-tuning pre-trained models has been ubiquitously proven to be effective in a wide range of NLP tasks. However, fine-tuning the whole model is parameter inefficient as it always yields an entirely new model for each task. Currently, many research works propose to only fine-tune a small portion of the parameters while keeping most of the parameters shared across different tasks. These methods achieve surprisingly good performance and are shown to be more stable than their corresponding fully fine-tuned counterparts. However, such kind of methods is still not well understood. Some natural questions arise: How does the parameter sparsity lead to promising performance? Why is the model more stable than the fully fine-tuned models? How to choose the tunable parameters? In this paper, we first categorize the existing methods into random approaches, rule-based approaches, and projection-based approaches based on how they choose which parameters to tune. Then, we show that all of the methods are actually sparse fine-tuned models and conduct a novel theoretical analysis of them. We indicate that the sparsity is actually imposing a regularization on the original model by controlling the upper bound of the stability. Such stability leads to better generalization capability which has been empirically observed in a lot of recent research works. Despite the effectiveness of sparsity grounded by our theory, it still remains an open problem of how to choose the tunable parameters. Currently, the random and rule-based methods do not utilize task-specific data information while the projection-based approaches suffer from the projection discontinuity problem. To better choose the tunable parameters, we propose a novel Second-order Approximation Method (SAM) which approximates the original problem with an analytically solvable optimization function. The tunable parameters are determined by directly optimizing the approximation function. We conduct extensive experiments on several tasks. The experimental results show that our proposed SAM model outperforms many strong baseline models and it also verifies our theoretical analysis. The source code of this paper can be obtained from https://github.com/fuzihaozh/AnalyzeParameterEfficientFineTune

1 Introduction
Fine-tuning the model parameters for a specific task on a pre-trained model (Peters et al. 2018; Kenton and Toutanova 2019; Lan et al. 2020; Radford et al. 2018, 2019; Liu et al. 2019; Brown et al. 2020; Lewis et al. 2020; Raffel et al. 2020) has become one of the most promising techniques for NLP in recent years. It achieves state-of-the-art performance on most of the NLP tasks. However, as the parameter number grows exponentially to billions (Brown et al. 2020) or even trillions (Fedus, Zoph, and Shazeer 2021), it becomes very inefficient to save the fully fine-tuned parameters (He et al. 2021a) for each downstream task. Many recent research works propose a parameter-efficient (Houlsby et al. 2019; Zaken, Ravfogel, and Goldberg 2021; He et al. 2021a) way to solve this problem by tuning only a small part of the original parameters and storing the tuned parameters for each task.

Apart from the efficiency of the parameter-efficient models, it has also been observed in many recent research works that the parameter-efficient methods achieve surprisingly good performance. These models are more stable (He et al. 2021b; Lee, Cho, and Kang 2019; Houlsby et al. 2019; Zaken, Ravfogel, and Goldberg 2021; Sung, Nair, and Raffel 2021; Liu et al. 2021; Ding et al. 2022) and even achieve better overall scores than the fully fine-tuned models (Lee, Cho, and Kang 2019; Houlsby et al. 2019; Zaken, Ravfogel, and Goldberg 2021; Sung, Nair, and Raffel 2021; Liu et al. 2021; Xu et al. 2021; Guo, Rush, and Kim 2021; He et al. 2021a; Ding et al. 2022) on some tasks. Currently, it remains unclear why the parameter-efficient models can improve the stability and performance in many prevalent works. In this paper, we first categorize the existing methods into three categories (i.e. random approaches, rule-based approaches, and projection-based approaches) depending on how they choose the tunable parameters. Then, we define the generalized sparse fine-tuned model and illustrate that most of the existing parameter-efficient models are actually a sparse fine-tuned model. Afterwards, we introduce the widely used pointwise hypothesis stability of the sparse fine-tuned model and show theoretically that the sparsity actually controls the upper bound of the stability. Based on the stability analysis, we further give a theoretical analysis of the generalization bound for the sparse fine-tuned model.

Though promising results have been achieved by existing parameter-efficient models, it still remains a challenging problem to select suitable parameters as it is an NP-hard problem. Currently, the random (Lee, Cho, and Kang
2021) and rule-based (Zaken, Ravfogel, and Goldberg 2021; Han, Mao, and Dally 2015; Houlhsby et al. 2019; Pfeiffer et al. 2020) approaches propose to optimize fixed parameters. These methods are straightforward and easy to implement but they do not utilize task-specific data information. To solve this problem, the projection-based approaches (Mallya, Davis, and Lazebnik 2018; Guo, Rush, and Kim 2021; Xu et al. 2021) propose to calculate a score for each parameter based on the data and project the scores onto the parameter selection mask’s feasible region (an \( L_0 \) ball). However, as the feasible region is non-convex, we will show that such projection suffers from the projection discontinuity problem which makes the parameter selection quite unstable. To solve these problems, we propose a novel Second-order Approximation Method (SAM) to approximate the NP-hard optimization target function with an analytically solvable function. Then, we directly choose the parameters based on the optimal value and optimize the parameters accordingly. We conduct extensive experiments to validate our theoretical analysis and our proposed SAM model.

Our contributions can be summarized as follows: 1) We propose a new categorization scheme for existing parameter-efficient methods and generalize most of these methods with a unified view called the sparse fine-tuned model. 2) We conduct a theoretical analysis of the parameter-efficient models’ stability and generalization. 3) We propose a novel SAM model to choose the suitable parameters to optimize. 4) We conduct extensive experiments to verify our theoretical analysis and the SAM model.

2 Unified View of Parameter Efficient Fine-tuning

In this section, we first define the unified sparse fine-tuned model which is simpler and easier for theoretical analysis. Then, we give a unified form of the optimization target. Afterwards, similar to previous works (Ding et al. 2022; He et al. 2021a; Mao et al. 2021), we categorize these models into three categories based on how the parameters are chosen. Finally, we show that all the models are sparse fine-tuned model.

2.1 Sparse Fine-tuned Model

We first give the definition of sparse fine-tuned model as well as a unified optimization target. The equivalent model is also defined to help understand the models with modified structures.

Definition 1 (\( p \)-Sparse Fine-tuned Model). Given a pre-trained model \( \mathcal{M}^0 \) with parameters \( \theta^0 \), if a fine-tuned model \( \mathcal{M} \) with parameters \( \theta \) has the same structure as \( \mathcal{M}^0 \) such that \( ||\theta - \theta^0||_0 \leq p \dim(\theta), \quad p \in (0, 1) \), we say the model \( \mathcal{M} \) is a \( p \)-sparse fine-tuned model with the sparsity \( p \).

Many previous works propose different methods of selecting proper parameters to fine-tune. We unify these methods by denoting \( M \) as a mask matrix on the parameters and the parameter \( \theta \) can be denoted as \( \theta = \theta^0 + M \Delta \theta \), where \( \Delta \theta \) is the difference vector. For a fixed sparsity coefficient \( p \), the sparse fine-tuned model is trying to solve the following problem:

\[
\min_{\Delta \theta, M} \mathcal{L}(\theta^0 + M \Delta \theta) \\
\text{s.t. } \|M\|_0 = np; \quad M_{ij} = 0, \forall i \neq j; \quad M_{ii} \in \{0, 1\},
\]

where \( \| \cdot \| \) is the floor function, \( n = \dim(\theta) \) is the parameter number, \( M \in \{0, 1\}^{m \times m} \) is the parameter mask matrix with the diagonal equal to 0 or 1 while other elements are equal to 0 and \( \mathcal{L} \) is the loss function. We will show that most of the existing methods are sparse fine-tuned models. However, in Definition 1, we assume that the fine-tuned model \( \mathcal{M} \) has the same structure as \( \mathcal{M}^0 \). This assumption hinders us from analyzing many models that alter the structure including Adapter (Houlhsby et al. 2019; Pfeiffer et al. 2020; Rückl et al. 2021; He et al. 2021b), LoRA (Hu et al. 2022), and etc. We define the notion of equivalent model to solve this problem.

Definition 2 (Equivalent Model). Given a pre-trained model \( \mathcal{M}^0 \) with parameters \( \theta^0 \), we say that a model \( \mathcal{M}^0 \) with parameters \( \tilde{\theta}^0 \) is an equivalent model for model \( \mathcal{M}^0 \) if \( \forall x, \mathcal{M}^0(x) = \tilde{\mathcal{M}}^0(x) \).

Here, we do not require that the equivalent model shares the same structure as the original model. As a result, for models fine-tuned with additional structures (e.g. Adapter and LoRA), we can still get a sparse fine-tuned model with respect to an equivalent model \( \mathcal{M}^0 \) instead of the original pre-trained model \( \mathcal{M}^0 \). Therefore, our analysis for the sparse fine-tuned model is also applicable to them.

2.2 Parameter Efficient Fine-tuning as Sparse Fine-tuned Model

Unfortunately, Problem (1) is NP-Hard due to the nonconvexity of the feasible region of the matrix \( M \). Many existing methods propose to solve this problem by first estimating \( M \) and then optimizing other parameters. Based on different strategies for choosing \( M \), the methods can be divided into three categories, namely, random approaches, rule-based approaches, and projection-based approaches. We first give a general introduction of the prevalent parameter efficient fine-tuning methods in each category and then show that all of these methods are actually a sparse fine-tuned model. Then, in next section, we can prove our theory only based on properties in Definition 1 without referring to any specific model’s property.

Random Approaches Random approaches include Random and Mixout models. These models randomly choose
the parameters to be tuned. Such selection does not depend on the task-specific data information. Specifically, Random model is very straightforward by randomly selecting the parameters with respect to a given sparsity ratio and then training the selected parameters. Therefore, according to Definition 1, it is a sparse fine-tuned model. Mixout (Lee, Cho, and Kang 2019) proposes to directly reset a portion of the fine-tuned model’s parameters to the pre-trained parameters with respect to a ratio. Therefore, according to Definition 1, it is a sparse fine-tuned model.

Rule-Based Approaches The rule-based approaches include BitFit, MagPruning, Adapter, and LoRA. This kind of methods directly uses a pre-defined rule to fix the parameters to be tuned. It can be viewed as incorporating prior knowledge to recognize important features and can thus alleviate the problem of random approaches. However, the selection rules are still irrelevant to the specific data. Specifically, BitFit (Zaken, Ravfogel, and Goldberg 2021) only fine-tunes the bias-terms and achieves considerably good performance. Therefore, according to Definition 1, it is a sparse fine-tuned model with pre-defined tuning weights. MagPruning (Han, Mao, and Dally 2015; Han et al. 2015; Lee et al. 2021; Lagunas et al. 2021) follows the idea that large weights are more important in the model. It ranks the weights by the absolute value and tunes the parameters with high absolute values. Therefore, according to Definition 1, it is a sparse fine-tuned model. Adapter (Houlsby et al. 2019; Pfeiffer et al. 2020; Rücklé et al. 2021; He et al. 2021b; Karimi Mahabadi, Henderson, and Ruder 2021; Mahabadi et al. 2021) proposes to add an adapter layer inside the transformer layer. Therefore, the model structure is different from the original model. To make it easier to analyze, Adapter can be viewed as fine-tuning an equivalent model shown in Fig. 1 (a) which initializes the matrix $A$ as an all-zero matrix. The equivalent model has the same output as the original pre-trained model for arbitrary input while the structure is the same as the Adapter model. Therefore, fine-tuning the adapter model can be viewed as fine-tuning partial parameters of the equivalent model with the same structure. According to Definition 1, it is a sparse fine-tuned model with respect to the equivalent model. LoRA (Hu et al. 2022; Karimi Mahabadi, Henderson, and Ruder 2021; Panahi, Saeedi, and Arodz 2021) proposes to add a new vector calculated by recovering an hidden vector from a lower dimension space. The model is illustrated in Fig. 1 (b). It is interesting to notice that the original initialization makes the LoRA model already an equivalent model for the original pre-trained model as the matrix $B$ is set to 0. Therefore, according to Definition 1, fine-tuning a LoRA model can also be viewed as fine-tuning partial parameters of the equivalent model with the same structure.

Projection-Based Approaches To utilize the task-specific data to help select the model’s tunable parameters, many researchers propose projection-based approaches including the DiffPruning, ChildPruning, and etc. These methods propose to choose the optimal parameter mask $M$ and optimize the parameters $\theta$ alternately to solve Problem (1). Specifically, they first relax $M$ as a continuous variable to get an optimized value and then project the optimized value onto the feasible region which can be denoted as $\hat{M} = \Pi_\Omega(M) = \arg\min_{M \in \Omega} \|M - M\|$, where $\Omega = \{M||M||_0 = |MP|; M_{ij} = 0, \forall i \neq j; M_{ii} \in \{0, 1\}\}$ and $\Pi_\Omega$ denotes the projection operator onto the feasible region $\Omega$ which is an $L_0$ ball. Specifically, DiffPruning (Mallya, Davis, and Lazebnik 2018; Sanh, Wolf, and Rush 2020; Guo, Rush, and Kim 2021; Lagunas et al. 2021) proposes to model the parameter selection mask as a Bernoulli random variable and optimize the variable with a reparameterization method. It then projects the mask onto $M$’s feasible region $\Omega$ and do the optimization alternately. Therefore, according to Definition 1, it is also a sparse fine-tuned model. Child-Pruning (Xu et al. 2021; Mostafa and Wang 2019) proposes to iteratively train the full model parameters and then calculates the projected mask to find the child network. Therefore, it also agrees with the sparse fine-tuned model’s definition.

Projection Discontinuity Problem Though projection-based methods can utilize task-specific data information, such kind of methods suffers from the projection discontinuity problem. Specifically, the feasible region $\Omega$ (the $L_0$ ball) of $M$ is non-convex. Therefore, it does not have the non-expansion property which is generally guaranteed for projection onto a closed convex set. As a result, a small perturbation on $M$ can lead to a totally different projection. For example, as illustrated in Fig. 2, suppose that $p = 0.5$ and $M_1 = \text{diag}\{0.99, 1\}, M_2 = \text{diag}\{1, 0.99\}$. Though $M_1 \approx M_2$, we have $\Pi_{\Omega}(M_1) = \text{diag}\{0, 1\}$ while $\Pi_{\Omega}(M_2) = \text{diag}\{1, 0\}$, which is quite different. Consequently, the projection is very sensitive to the parameters updating noise. As a result, it is hard to keep consistent with the previous parameters selection which leads to a big change for the parameters selection. Such inconsistency will impair the overall performance.

3 Theoretical Analysis of the Sparse Fine-tuned Model

Suppose that we have a pre-trained model $M^0$ with parameters $\theta^0$, we fine-tune the sparse fine-tuned model $M$ by updating only $|PM|$ parameters. We will first show that sparsity implies a regularization of the original model. Then, we prove that if a model is a sparse fine-tuned model, the model stability can benefit from the sparsity. Next, we give a theoretical analysis of the model generalization error bound and show that sparsity contributes to reducing the generalization error. It should be noted that in the proofs, we only use properties from Definition 1. Therefore, our theory is applicable to all model categories (random approaches, rule-based approaches, and projection-based approaches) that agrees with
3.1 Sparse Fine-tuned Model as a Regularizer

As analyzed in section 2.2, most of the models choose the parameter mask \( M \) with different approaches and optimize the parameters \( \theta \) accordingly. Here, we treat the matrix \( M \) as a given parameter and denote \( \theta = \theta_0 + M\Delta \theta \). The sparse fine-tuned optimization in Problem (1) can be reformulated as:

\[
\min_{\theta} \mathcal{L}(\theta)
\]

\[
s.t. \quad ||(I - M)(\theta - \theta_0)||^2 = 0,
\]

where \( M = \text{diag}\{M_{11}, \cdots, M_{mm}\} \) is a diagonal matrix with \( M_{ij} \in \{0, 1\} \). By Lagrangian duality, solving Problem (2) is equivalent to solving the following problem:

\[
\bar{L} = \min_{\theta} \max_{\lambda} \mathcal{L}(\theta) + \lambda ||(I - M)(\theta - \theta_0)||^2.
\]

Then, we derive a new regularized problem with the following proposition.

**Proposition 1.** Optimizing Problem (2) implies to optimizing the upper bound \( \bar{L} \) of the following regularized problem:

\[
L_R = \min_{\theta} \mathcal{L}(\theta) + ||(I - M)(\theta - \theta_0)||^2 \leq \bar{L}.
\]

The proof can be found in Appendix A.1 (Fu et al. 2022). It can be concluded that optimizing Problem (2) is the same as optimizing the upper bound of the original loss function \( \mathcal{L}(\theta) \) with a regularization term \( ||(I - M)(\theta - \theta_0)||^2 \). We will show later that such regularization contributes to the stability of the sparse fine-tuned model.

3.2 Stability Analysis

Stability has been studied in a lot of previous research works (Bousquet and Elisseeff 2002; Shalev-Shwartz et al. 2010; Shalev-Shwartz and Ben-David 2014; Hardt, Recht, and Singer 2016; Kuzborskij and Lampert 2018; Charles and Papailiopoulos 2018; Fu et al. 2021) in many different forms. We focus on one of the commonly used notions, namely, the Pointwise Hypothesis Stability (PHS) which focuses on analyzing the change of model output after a training sample is removed. Following (Charles and Papailiopoulos 2018), we denote the original training data as \( S = \{z_1, \cdots, z_n\} \) and the dataset without one sample as \( S^i = S \setminus z_i = \{z_1, \cdots, z_{i-1}, z_{i+1}, \cdots, z_n\} \), where \( z_i \) is the \( i \)th training sample. We also define \( i \sim U(n) \) as a sampling procedure from a uniform distribution with \( n \) samples. \( \mathcal{A}(S) \) is defined as model parameters obtained by running algorithm \( \mathcal{A} \) on data \( S \).

**Definition 3 (Pointwise Hypothesis Stability, (Bousquet and Elisseeff 2002)).** We say that a learning algorithm \( \mathcal{A} \) has pointwise hypothesis stability \( \epsilon \) with respect to a loss function \( \ell \), if

\[
\mathbb{E}_{S,i \sim U(n)}[|\ell(\mathcal{A}(S^i), z_i) - \ell(\mathcal{A}(S), z_i)|] \leq \epsilon.
\]

Here, \( \ell(\theta, z_i) \) is the single sample loss for \( z_i \) when the model parameter is \( \theta \). We assume that \( \mathcal{A}(S^i) \) is close to \( \mathcal{A}(S) \). As \( \mathcal{A}(S) \) is the optimal solution, the Hessian matrix at \( \mathcal{A}(S) \) is a positive-semidefinite matrix. We can derive our bound for PHS in the following theorem.

**Theorem 1 (Stability).** If the loss function \( \ell \) is \( p \)-Lipschitz, \( \mathcal{A}(S^i) \) is close to \( \mathcal{A}(S) \), the Hessian matrix \( \nabla^2 \mathcal{L}(\mathcal{A}(S)) \) at \( \mathcal{A}(S) \) is positive-semidefinite with a singular value decomposition \( U \text{diag}(\Lambda) U^{-1} \). \( \Lambda = \{\lambda_1, \cdots, \lambda_m\} \) and \( \lambda_{\min} = \min\{\lambda_1, \cdots, \lambda_m\} \), then the expectation of the loss \( \mathbb{E}_{M} L_R \) has a pointwise hypothesis stability as:

\[
\mathbb{E}_{S,i \sim U(n)}[|\ell(\mathcal{A}(S^i), z_i) - \ell(\mathcal{A}(S), z_i)|] \leq \frac{2\rho^2}{(\lambda_{\min} + 2(1-p)n)}.
\]

The proof can be found in Appendix A.2 (Fu et al. 2022). It can be observed from Theorem 1 that as the sparsity parameter \( p \) decreases, the upper bound also decreases. Therefore, sparse models imply better stability which explains most of the empirical results observed in many recent works (He et al. 2021b; Lee, Cho, and Kang 2019; Houlsby et al. 2019; Zaken, Ravfogel, and Goldberg 2021; Sung, Nair, and Raffel 2021; Liu et al. 2021; Ding et al. 2022). It should also be noted that if \( p \) is small enough, the upper bound will not change significantly as \( p \) continues to decrease. This is because in this case, the denominator is dominated by \( \lambda_{\min} \), which is related to the landscape of the function. Empirically, if the sparsity is too small, the landscape will heavily depend on how the parameters are chosen and thus the stability is impaired.

3.3 Generalization Analysis

With the bound for the stability, we can then get the generalization error bound for the sparse fine-tuned model.

**Theorem 2 (Generalization).** We denote the generalization error as \( R(\mathcal{A}, S) = \mathbb{E}_z \ell(\mathcal{A}(S), z) \) and the empirical error as \( \hat{R}(\mathcal{A}, S) = \frac{1}{n} \sum_{i=1}^{n} \ell(\mathcal{A}(S), z) \). Then, for some constant \( C \), we have with probability \( 1 - \delta \),

\[
R(\mathcal{A}, S) \leq \hat{R}(\mathcal{A}, S) + \sqrt{\frac{C^2 + \frac{2C\rho^2}{\lambda_{\min} + 2}\ln(\frac{1}{\delta})}{2n\delta}}.
\]

The proof can be found in Appendix A.3 (Fu et al. 2022). This result shows that the generalization error upper bound becomes smaller as the fine-tuned parameters become sparser. Intuitively, if a model is stable, a perturbation makes less effect on the model and the model is less likely to overfit. It should be noted that the generalization error bound is determined by both the empirical error \( \hat{R}(\mathcal{A}, S) \) and sparsity. Therefore, as the mask becomes sparser, even though the second term decreases, the training error \( \hat{R}(\mathcal{A}, S) \) will possibly increase when the tunable parameters are not enough to fit the data. Consequently, as the sparsity decreases, the generalization error will first decrease and then increase. We will further examine this conjecture in experiments.

4 Second-order Approximation Method

In Section 3, we theoretically prove the effectiveness of sparsity in fine-tuning. However, it still remains a problem of
how to choose the tunable parameters. As discussed in Section 2.2, the random and the rule-based approaches are robust to noise perturbation as the tunable parameters are fixed during training. However, these methods tune the same parameters on all kinds of tasks without utilizing the information from the task-specific data. On the other hand, the projection-based approaches solve this problem by getting full utilization of the data information but they suffer from the projection discontinuity problem. The noise in the parameter may change the selection of the parameters frequently, thus making the optimization procedure unstable.

To solve the problems, we propose a novel Second-order Approximation Method (SAM), namely, utilizing the data information to help decide the parameter mask while avoiding the projection discontinuity problem. Instead of choosing the parameters randomly or simply by some rules, we propose a novel second-order approximation of Problem (1) to make the optimization target analytically solvable.

Then, we directly get the optimal solution for the parameter mask $M$ and fix the mask to train the other parameters $\theta$. Specifically, as indicated by Radiya-Dixit and Wang (2020), the fine-tuned parameters are close to the pre-trained parameters. We can approximate the loss function with its second-order Taylor expansion as $\mathcal{L}(\theta^0 + M\Delta \theta) \approx \mathcal{L}(\theta^0) + \nabla \mathcal{L}(\theta^0)^T M \Delta \theta + \frac{1}{2} (M \Delta \theta)^T H M \Delta \theta$. Unfortunately, the Hessian matrix $H$ is expensive to compute especially for a large neural model. To solve this problem, we adopt the widely used technique (Bishop and Nasrabadi 2006; Xu, Roosta, and Mahoney 2020; Yao et al. 2021) of approximating the Hessian matrix with a diagonal matrix denoted as $H = \text{diag}\{h_1, h_2, \ldots, h_n\}$. We also assume that $H$ is positive semidefinite as the pre-trained weights is close to the global minimizer (Radiya-Dixit and Wang 2020) in each downstream task. Then, Problem (1) can be reformulated as:

\[
\min_{\Delta \theta} \mathcal{L}(\theta^0) + \nabla \mathcal{L}(\theta^0)^T M \Delta \theta + \frac{1}{2} (M \Delta \theta)^T H M \Delta \theta \tag{8}
\]

s.t. $\|M\|_0 = [mp]$; $M_{ij} = 0, \forall i \neq j$; $M_{ii} \in \{0,1\}$.

With the above setup, we can get the optimal parameter mask $M$ for Problem (8) based on the following theorem:

**Theorem 3.** If $\hat{M}_{ii} = 1 (\sum_{j=1}^m f\left(\|\nabla \mathcal{L}(\theta^0)_i\|_2^2 > \|\nabla \mathcal{L}(\theta^0)_j\|_2^2\right) \geq m - |mp|)$, where $\nabla \mathcal{L}(\theta^0)_i$ is the $i$th element of the gradient vector $\nabla \mathcal{L}(\theta^0)$, then

\[
\inf_{\Delta \theta} \mathcal{L}(\theta^0 + M \Delta \theta) \leq \inf_{\Delta \theta, \|M\|_0 = [mp]} \mathcal{L}(\theta^0 + M \Delta \theta). \tag{9}
\]

The proof can be found in Appendix A.4 (Fu et al. 2022). It can be observed that selecting features according to Theorem 3 achieves the minimal value of the approximation in Problem (8). The remaining problem is how to calculate the diagonal of the Hessian matrix. Unfortunately, calculating the diagonal Hessian is as complex as calculating the whole Hessian. To solve this problem, instead of minimizing the target function in Problem 8, we propose to optimize its upper bound

\[
\min_{\Delta \theta} \mathcal{L}(\theta^0) + \nabla \mathcal{L}(\theta^0)^T M \Delta \theta + \frac{1}{2} (M \Delta \theta)^T DM \Delta \theta \tag{10}
\]

s.t. $\|M\|_0 = [mp]$; $M_{ij} = 0, \forall i \neq j$; $M_{ii} \in \{0,1\}$.

where $D = \text{diag}\{\lambda_{max}, |\lambda_{max}|, \cdots, |\lambda_{max}|\}$ and $\lambda_{max}$ is the maximal eigenvalue of $H$. This can be directly calculated from the Rayleigh quotient that $\forall x \neq 0, x^T H x \leq x^T x |\lambda_{max}| = x^T D x$. Therefore, the SAM algorithm is quite straightforward based on Theorem 3. We first get the gradient $\nabla \mathcal{L}(\theta^0)$, for the $i$th parameter $\theta_i$. Then, we calculate $[\nabla \mathcal{L}(\theta^0)]^2_{ii}$ and take the top $|mp|$ parameters to optimize. We will not change the selected parameters during the optimization procedure.

## 5 Experiments

### 5.1 Experimental Setup

Following most previous works (Lee, Cho, and Kang 2019; Dodge et al. 2020; Xu et al. 2021), we use the original development set as the test set to report the scores as the original test sets are only available via the leaderboard with a limited submission number. Different from many previous works that train models without validation, we split the original training set by randomly sampling 10% as the new development set while using the remaining 90% samples to train the model. Instead of training the model for fixed epoch number, we use the new development set to do an early stop training by setting the tolerance for all models to 40. We build our models with the jiant\(^1\) (Phang et al. 2020) framework and test our models on several GLUE (Wang et al. 2018) and SuperGLUE (Wang et al. 2019) tasks. Following the setting of Lee, Cho, and Kang (2019); Xu et al. (2021), we choose several tasks including Corpus of Linguistic Acceptability (CoLA) (Warstadt, Singh, and Bowman 2019), Semantic Textual Similarity Benchmark (STS-B) (Cer et al. 2017), Microsoft Research Paraphrase Corpus (MRPC) (Dolan and Brockett 2005), Recognizing Textual Entailment (RTE) (Dagan, Glickman, and Magnini 2005; Bentivogli et al. 2009), Commitment Bank (CB) (De Man, Simons, and Tonhauser 2019), Choice of Plausible Alternatives (COPA) (Roemmele, Bejan, and Gordon 2011), and Winograd Schema Challenge (WSC) (Levesque, Davis, and Morgenstern 2012). We compare our model with many strong baseline models including Random, Mixout, BitFit, MagPruning, Adapter, LoRA, DiffPruning, and ChildPruning. The details of these models have been extensively discussed in Section 2.2 and we adopt the same evaluation methods as Wang et al. (2018, 2019) to evaluate the models. We run each experiment 10 times with different random seeds and report the scores with corresponding standard deviations. As many previous experiments are conducted under different settings, we re-implement all the baseline models with the jiant framework to give a fair comparison.

For the Adapter and LoRA model, we incorporate Adapter-Hub\(^2\) (Pfeiffer et al. 2020) and loralib\(^3\) into jiant. Following the setting of Guo, Rush, and Kim (2021), we set

\[^1\] https://jiant.info/  \[^2\] https://adapterhub.ml/  \[^3\] https://github.com/microsoft/LoRA
the sparsity to 0.005 for all models for a fair comparison. In SAM, we calculate $\nabla L(\theta_i)$ by accumulating the gradient for a few burn-in steps as we cannot load all the training data into memory, the burn-in steps are chosen from $\{500, 600, 700, 800, 900, 1000, 2000\}$ on the development set as a hyper-parameter (Fu et al. 2022). We fine-tune the models based on RoBERTa-base (Liu et al. 2019) provided by transformers toolkit (Wolf et al. 2020) and we run the models on NVIDIA TITAN RTX GPU with 24GB memory.

5.2 Experimental Results

Main Experiment. The main experimental results are illustrated in Table 1. We can draw the following conclusions based on the results: (1) Most of the parameter-efficient models achieve better performance than the FullTuning model which is also consistent with the observations in many previous works. This observation supports our theoretical analysis in Theorem 2 that the parameter-efficient model has better generalization capability. (2) Most of the parameter-efficient models are more stable than the FullTuning model. This observation is also consistent with many empirical results in previous works and it also supports our theoretical stability analysis in Theorem 1. (3) It is interesting to note that even the Random model outperforms the FullTuning model. It shows that sparsity itself contributes to improving the performance. (4) Our proposed SAM model outperforms several baseline models in several tasks and it ranks in the top 3 of most tasks. This observation validates the effectiveness of our parameter selecting method discussed in Theorem 3. Due to the space limit, we attach the training time analysis and the significance test in Appendix A.5 and A.7 of Fu et al. (2022).

![Figure 3: Effectiveness of sparsity.](image)

![Figure 4: Relation between stability and overall Performance.](image)

![Figure 5: Projection discontinuity problem.](image)

Table 1: Main experiment. We run each experiment 10 times with different random seeds and report means and standard deviations. The number in the bracket is the rank for the scores in the corresponding column. Due to the space limit, we attach in the main experiment. As shown in Fig. 4, we adjust the mask every 600 training steps. It can be observed from the figure that each time we change the mask, the training error will go back to almost the same value as its initial loss. This result shows that changing the mask severely affects the training procedure due to the projection discontinuity problem.

Projection Discontinuity Problem. To give an intuitive illustration of the projection discontinuity problem in projection-based approaches, we plot the training curve of the DiffPruning method on the CB task. As illustrated in Fig. 5, we adjust the mask every 600 training steps. It can be observed from the figure that each time we change the mask, the training error will go back to almost the same value as its initial loss. This result shows that changing the mask severely affects the training procedure due to the projection discontinuity problem.

Relation between Stability and Overall Performance. Theorem 2 shows that stability implies better generalization. To further validate this, we illustrate how the stability ranks and the overall performance ranks are correlated in the main experiment. As shown in Fig. 4, the x-axis is the stability rank in each main experiment while the y-axis is...
training sets. Each of them is made by randomly removing
the dataset. We conduct a new experiment to verify the data
use different random seeds. However, it is unknown whether
the performance is still stable if we have a perturbation on
the dataset. We conduct a new experiment to verify the data
perturbation stability by training the model on 10 different
training sets. Each of them is made by randomly removing

the corresponding overall performance rank. For each ver-
tical line of a specific stability rank, the dot indicates the
overall performance mean rank value while the line length
indicates the standard deviation. It can be observed from
the figure that the two ranks are positively correlated indicating
that stabler models usually have better generalization capa-
bility. To further show the relationship between the stability
and the overall performance, we calculate Spearman’s rank
coefficient (Spearman 1904) for the two ranks.

Effectiveness of Sparsity. To further verify our theoretical
analysis in Theorem 1 and Theorem 2, we conduct a new ex-
periment to show how the overall performance and the
stability change as we change the sparsity. We change the
sparsity of the SAM model in \{0.0002, 0.0005, 0.001,
0.002, 0.005, 0.01, 0.02, 0.05, 0.1, 0.2\} and plot the rela-
tionship between sparsity and the mean/standard deviation
in both the test set and training set. The results are shown
in Fig. 3. It can be concluded from the results that (1) as
the sparsity ratio decreases, the mean and the standard de-

Table 2: Data perturbation stability. The setting is the same as the main experiments except that we run the experiments on
different sampled datasets. Due to the space limit, we attach the significance test in Appendix A.7 of Fu et al. (2022).

<table>
<thead>
<tr>
<th>CoLA</th>
<th>STS-B</th>
<th>MRPC</th>
<th>RTE</th>
<th>CB</th>
<th>COPA</th>
<th>WSC</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>56.00±1.84</td>
<td>89.79±0.20</td>
<td>88.57±0.72</td>
<td>73.00±2.01</td>
<td>89.29±4.92</td>
<td>70.30±2.69</td>
<td>56.87±4.29</td>
</tr>
<tr>
<td>MixOut</td>
<td>60.37±[3]1.33</td>
<td>90.11±[4]0.13</td>
<td>88.50±0.78</td>
<td>74.51±1.28</td>
<td>83.75±3.14</td>
<td>69.40±4.80</td>
<td>57.86±6.15</td>
</tr>
<tr>
<td>Bifit</td>
<td>55.26±0.78</td>
<td>89.98±0.15</td>
<td>86.87±1.27</td>
<td>71.36±1.71</td>
<td>91.29±2.27</td>
<td>71.80±3.92</td>
<td>55.29±9.90</td>
</tr>
<tr>
<td>MagPruning</td>
<td>56.45±1.80</td>
<td>90.26±0.11</td>
<td>87.35±0.85</td>
<td>72.24±2.14</td>
<td>84.66±3.58</td>
<td>69.20±5.34</td>
<td>59.71±6.88</td>
</tr>
<tr>
<td>Adapter</td>
<td>60.05±1.88</td>
<td>89.92±0.19</td>
<td>88.79±0.80</td>
<td>74.55±1.80</td>
<td>86.61±4.97</td>
<td>68.02±2.40</td>
<td>55.6±5.73</td>
</tr>
<tr>
<td>LoRA</td>
<td>61.46±1.27</td>
<td>86.73±0.38</td>
<td>88.28±1.06</td>
<td>76.40±1.34</td>
<td>88.69±5.32</td>
<td>67.75±2.49</td>
<td>58.85±4.27</td>
</tr>
<tr>
<td>DiffPruning</td>
<td>58.36±1.45</td>
<td>89.52±0.27</td>
<td>77.46±5.31</td>
<td>70.76±9.01</td>
<td>85.18±2.65</td>
<td>70.40±3.07</td>
<td>55.38±4.30</td>
</tr>
<tr>
<td>ChildPruning</td>
<td>59.40±2.30</td>
<td>89.33±2.33</td>
<td>88.43±0.80</td>
<td>75.11±2.87</td>
<td>85.71±4.07</td>
<td>70.30±5.44</td>
<td>54.04±7.24</td>
</tr>
<tr>
<td>SAM</td>
<td>59.52±1.12</td>
<td>90.45±0.12</td>
<td>88.79±0.69</td>
<td>75.74±1.27</td>
<td>86.79±4.39</td>
<td>74.00±2.79</td>
<td>59.52±3.32</td>
</tr>
</tbody>
</table>
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