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1 Introduction

Convexity and differentiability have long been considered desirable properties
for an optimization model to possess, as they can be exploited in the de-
sign of iterative methods with strong convergence guarantees. Nevertheless,
many contemporary applications in machine learning, operations research,
and statistics — such as ReLU neural networks, generative adversarial net-
work, piecewise affine regression [14] — give rise to nonconvex and nonsmooth
models. Such models are challenging from both theoretical and computational
perspectives, as automatic differentiation with PyTorch/TensorFlow may not
be correct [28], subgradient flow is not necessarily convergent [15], and even
stationarity concepts for them are not trivial at all [34].

Consider the optimization problem

min
x∈Rd

f(x),

where f : Rd → R is L-Lipschitz for some L > 0 and could be both nons-
mooth and nonconvex. In such a general setting, one of the arguably most
fundamental questions is whether a stationary point of f is computable, and
if so, how. When f is smooth, it is folkloric that an ε-approximate stationary
point x of f (i.e., ∥∇f(x)∥ ≤ ε) can be computed by gradient descent using
only O(ε−2) calls to the gradient oracle [39], independent of the dimension d.
Extensive efforts have been devoted to the fast computation of approximate
stationary points of smooth functions in various settings [22, 8, 26]. Moreover,
lower bounds on the complexity of computing approximate stationary points
of smooth functions with different methods/oracles are rather well-understood
[9, 10, 11].

When f is nonsmooth, there is a variety of stationarity concepts (see,
e.g., [34]), and the complexity of computing/approximating these concepts
is relatively less explored. As shown in [49, Theorem 5] and [33, Proposi-
tion 1], computing an ε-approximate stationary point x of f in the sense that
dist(0, ∂f(x)) ≤ ε 1 is impossible for any finite-time randomized/deterministic
algorithm interacting with a local oracle. For well-behaved problems with
ρ-weakly convex2 objective functions, Davis and Drusvyatskiy [16], Davis
and Grimmer [19] introduced a concept called near-approximate stationarity
(NAS), which is closely related to the gradient norm of the Moreau enve-
lope of the objective. Informally, a point is (ε, δ)-NAS for f if it is within a
distance of δ from an ε-approximate stationary point of f ; see Definition 4.
They showed that a subgradient-type method computes an (ε, δ)-NAS point
with O(poly(ρ, ε−1, δ−1)) calls to the subgradient oracle, independent of the di-
mension. For general Lipschitz objective functions, Kornowski and Shamir [33]
proved that the oracle complexity of any randomized/deterministic algorithm
for computing an (ε, δ)-NAS point cannot avoid an exponential dependence on
the dimension. This implies that the computation of NAS points is in general

1 Here ∂f(x) is the Clarke subdifferential of f at x; see Definition 1 for details.
2 Recall that f is ρ-weakly convex if x 7→ f(x) + ρ

2
∥x∥2 is convex.
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intractable. Nevertheless, another concept that dates back to the seminal work
of Goldstein [23], termed Goldstein approximate stationarity (GAS), exhibits
favorable algorithmic consequences. Roughly speaking, a point x is (ε, δ)-GAS
for f if there exists a vector of norm at most ε in a δ-approximation of the
Clarke subdifferential at x (denoted by ∂δf(x)); see Definitions 2 and 3. The
conceptual scheme in [23] computes the iterates via the update

x(t+1) ← x(t) − δ · g(t)/∥g(t)∥,

where g(t) := argming∈∂δf(x(t)) ∥g∥ is the minimal norm element in ∂δf(x
(t)).

It is shown in [23] that an (ε, δ)-GAS point of f can be computed by such
a scheme in O(ε−1δ−1) steps. However, obtaining g(t) for a general Lipschitz
function equipped with an implementable oracle can be intractable, as there
is no known approach to evaluate ∂δf(x). Therefore, a series of works, e.g., [6,
7, 29], proposes to build a polyhedral approximation of ∂δf(x

(t)) via random
sampling and compute an approximate g(t) by solving a quadratic program
in every iteration. However, the number of samples needed for a meaningful
approximation of ∂δf(x

(t)) ⊆ Rd is lower bounded by the dimension d. Thus,
a dimension-free finite-time complexity cannot be achieved with the existing
gradient sampling schemes.

Recently, Zhang et al. [49] have introduced a novel randomized algorithm
that, when equipped with a sufficiently powerful oracle, computes (ε, δ)-GAS
points of L-Lipschitz directionally differentiable functions with probability at
least 1− γ and has a dimension-free oracle complexity of

O

(
∆L2

ε3δ
log

(
∆

γεδ

))
,

where f(0) − infx f(x) ≤ ∆.3 A natural question, which is also posed in
[49], is whether the algorithm in [49] can be derandomized. An answer to this
question could have both theoretical and practical impact on the black-box
optimization of Lipschitz functions and potentially deepen our understanding
of the computability of various approximate stationarity concepts.

1.1 Our Results and Techniques

Our first main result shows that the answer to the above question is negative.
Specifically, we show in Theorem 1 that for any sufficiently small ε ≥ 0, δ ≥ 0:

No deterministic algorithm for computing (ε, δ)-GAS points of
Lipschitz functions has dimension-free finite-time complexity.

3 In this paper, we assume that an algorithm will always start from x(1) = 0. This is
without loss of generality due to the lack of information about f before querying x(1) and
the translational invariance of all considered function classes.
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This puts the dimension-free complexity of computing a GAS point of a Lip-
schitz function in a situation similar to that of computing the volume of a
convex body [20, 21], for which randomization yields strict improvement. It
also reveals a fundamental hurdle in modern large-scale nonconvex nonsmooth
optimization.

Now, suppose that we drop the dimension-free requirement and allow any
deterministic algorithm with finite complexity (potentially with exponential
dependence on the dimension). As our second main result, we show in Theo-
rem 2 that for any sufficiently small ε ≥ 0, δ ≥ 0:

Any deterministic finite-time algorithm for computing (ε, δ)-GAS
points of Lipschitz functions cannot be general zero-respecting.

The notion of a general zero-respecting algorithm (see Section 2.3) generalizes
that of a zero-respecting algorithm in the smooth setting [9, Section 2.2] to
the nonsmooth setting. Informally, a (general) zero-respecting algorithm never
explores the coordinates along which the function is in some sense locally
“flat.” Moreover, it captures the classic notion of linear span algorithm [42,
Assumption 2.1.4] as a special case. The above result rules out any natural
derandomization of the algorithm by Zhang et al. [49].

The major obstacle in lower bounding the oracle complexity of GAS is the
lack of hardness source. In the smooth setting, almost all the hard construc-
tions [9, 10, 22] are built upon what Nesterov called “the worst-function in the
world” [42, Chapter 2.1.2]. However, these constructions fail to rule out (ε, δ)-
GAS points when the number of oracle calls is ω

(
log(1/δ)

)
. In the nonsmooth

case, simple resisting oracle-type constructions [47, 49] would not rule out
(ε, δ)-GAS points if there exist i ∈ [T ], j ∈ [T ] such that 0 < ∥x(i)−x(j)∥ < δ.
Another source of hardness called “string guessing” [4, 5] is popular in the on-
line and nonsmooth convex settings. With a modified “string guessing” func-
tion, Kornowski and Shamir [33] proved that the oracle complexity of any
randomized/deterministic algorithm for computing (ε, δ)-NAS points cannot
avoid an exponential dependence on the dimension. However, these construc-
tions would also be inapplicable to the computation of (ε, δ)-GAS points when
the number of oracle calls is ω

(
log(1/δ)

)
.

Our main technical contribution is a new resisting oracle-type, wedge-
shaped hard construction that is tailored for deterministic computation of
GAS points. On a high level, given only the local information about a func-
tion at the queried points, none of the algorithms we consider can distinguish
between a single-coordinate resisting construction similar to [47, 49] or our
“wedge” construction. While there may be many GAS points of the former
among the queried points, with careful design and analysis, we can eliminate
all GAS points below certain precision of the latter near the queried points. As
a result, no algorithm can identify a GAS point of all Lipschitz functions. We
remark that our hardness results hold even under the very strong assumption
that the local oracle returns (generalized) derivatives of all orders (if exist).
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1.2 Related Work.

Asymptotic Analysis. Clarke stationary points x of quite general functions f
(i.e., x satisfies 0 ∈ ∂f(x)) are computable in the asymptotic regime. Benäım
et al. [2], Majewski et al. [36], Davis et al. [17] studied the asymptotic conver-
gence of subgradient-type methods from a differential inclusion perspective.
In particular, Davis et al. [17] established the asymptotic convergence of the
subgradient method to a Clarke stationary point when applied to a Whitney
stratifiable objective function. Daniilidis and Drusvyatskiy [15] constructed a
pathological Lipschitz function for which the vanilla subgradient method may
not converge even in continuous time. A discussion of the relationship between
our hardness results and these asymptotic convergence results can be found in
Remark 4.

Nonasymptotic Analysis. The nonasymptotic analysis of iterative methods for
general nonconvex nonsmooth optimization problems is still in its infancy
stage. For the concept of NAS, on the positive side, it is shown in [19, 16] that
in the case of ρ-weakly convex functions, an (ε, δ)-NAS point is computable
with O(poly(ρ, ε−1, δ−1)) oracle calls. On the negative side, Kornowski and
Shamir [33] showed that neither deterministic nor randomized algorithms can
compute NAS points of Lipschitz functions without having an oracle com-
plexity that is exponential in the dimension, thus establishing the intractabil-
ity of NAS. Tian and So [45] extended the hardness results in [33] to cover
ρ-weakly convex functions by proving an Ω(log(ρ)) lower bound on the ora-
cle complexity. For the concept of GAS, the conventional gradient sampling
scheme [7, 29, 30, 6] cannot promise dimension-free finite-time computation.
Metel and Takeda [37] introduced a perturbed SGD method and established its
nonasymptotic convergence under mild assumptions. However, the complexity
is not dimension-free. Recently, Zhang et al. [49] have presented a randomized
algorithm with dimension-free oracle complexity for computing a GAS point.
However, the algorithm in [49] requires a non-standard, impractical subgradi-
ent oracle. Such an oracle can be replaced by a standard one by introducing
extra randomized procedures; see Tian et al. [46] and Davis et al. [18].

Derandomization of [49]. Several recent concurrent works, including Kornowski
and Shamir [32], Jordan et al. [27], and Kong and Lewis [31], investigate the
deterministic computation of GAS points in various settings.4 On the nega-
tive side, both [32, 27] present hardness results for the deterministic computa-
tion of GAS points. While their constructions are different from that we will
present in Section 4, their hardness results cannot achieve the same level of
generality as our Theorems 1 and 2. On the positive side, both [32, 27] show
that derandomization is possible when f is a β-smooth function. In particular,
they introduced algorithms with Õ(log(β)δ−1ε−3) complexity for computing

4 We became aware of these concurrent, independent developments when a preliminary
version of our manuscript was being reviewed for possible publication in the proceedings of
a conference.
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an (ε, δ)-GAS point of such an f . The work [27] then further develops a “white-
box” deterministic smoothing technique. By contrast, the work [31] presents a
deterministic algorithm that is applicable to more general difference-of-convex,
piecewise linear, and weakly convex functions. Furthermore, it establishes a
dimension-free finite-time complexity of the algorithm up to a natural noncon-
vexity modulus. A detailed discussion of these concurrent, independent results
appears in Section 3.2.

Notation. Throughout this paper, scalars, vectors, and matrices are denoted
by lowercase letters, boldface lower case letters, and boldface uppercase letters,
respectively. The notation used in this paper is mostly standard: xi denotes
the i-th coordinate of x; A⊗B := {(a, b) : a ∈ A, b ∈ B} denotes the Cartesian
product of two sets A and B with A⊗k := A ⊗ · · · ⊗ A (k times); Bε(x) :=
{v : ∥v − x∥ ≤ ε} with B := B1(0) (we may write Bd

ε(x) to emphasize the
dimension); [x,y] := {γx+ (1− γ)y : γ ∈ [0, 1]}; dist(x, S) := infv∈S ∥v − x∥
for a non-empty closed set S; conv(S), int(S), bd(S), and Sc denote the convex
hull, interior, boundary, and complement of the set S, respectively; supp(x) :=
{i : xi ̸= 0};

{
xA[f ],(t)

}
t
denotes the sequence of iterates generated by the

algorithm A when applied to the function f (we may write {x(t)}t when A
and f are clear from the context); ei denotes the i-th column of the identity
matrix; a ∨ b := max{a, b}; a ∧ b := min{a, b}; N+ := N\{0}; [a] := {1, . . . , a}
for any integer a ≥ 1; ∥f∥Lip denotes the Lipschitz constant of the function f .

Organization. We introduce the necessary background on variational analysis,
definitions of approximate stationarity concepts, and the formal setting of our
results in Section 2. Then, in Section 3, we present our main hardness results.
The hard constructions and proofs are collected in Section 4. We conclude the
paper in Section 5.

2 Preliminaries

2.1 Generalized Differentiation Theory

We begin with the following classic construction of generalized subdifferential
for a Lipschitz function [44, Theorem 9.61]:

Definition 1 (Clarke subdifferential) The Clarke subdifferential of a Lip-
schitz function f : Rd → R at the point x ∈ Rd is defined by

∂f(x) := conv
({

s : ∃xn → x,∇f(xn) exists,∇f(xn)→ s
})

.

Perturbation and approximation are powerful principles underlying the theory
of and many algorithms for optimization. The following δ-approximation of
the Clarke subdifferential introduced by Goldstein [23, Definition 2.2] has nice
limiting behavior (see Fact 1) and is convenient for algorithmic developments.
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Definition 2 (Goldstein δ-subdifferential) Given a constant δ ≥ 0, the
Goldstein δ-subdifferential of a Lipschitz function f : Rd → R at the point
x ∈ Rd is defined by

∂δf(x) := conv
(⋃

y∈Bδ(x)
∂f(y)

)
.

Some useful properties of the Clarke subdifferential and its Goldstein approx-
imation are collected below:

Fact 1 (cf. Clarke [12], Goldstein [23]) For a Lipschitz function f ,

– ∂f(x), ∂δf(x) are nonempty, convex, compact for any δ > 0;
– ∂f(x) = ∩δ>0∂δf(x);
– if f is continuously differentiable at x, then ∂f(x) = {∇f(x)};
– if f is convex, then ∂f is equal to the convex subdifferential.

2.2 Approximate Stationarity Concepts

We are now ready to provide the definitions of two important approximate
stationarity concepts; i.e., GAS [23, 49, 46] and NAS [16, 19].

Definition 3 (Goldstein approximate stationarity, GAS) Given a Lip-
schitz function f : Rd → R, we say that x ∈ Rd is an (ε, δ)-GAS point of f
if

dist
(
0, ∂δf(x)

)
≤ ε.

Definition 4 (Near-approximate stationarity, NAS) Given a Lipschitz
function f : Rd → R, we say that x ∈ Rd is an (ε, δ)-NAS point of f if

dist
(
0,

⋃
y∈Bδ(x)

∂f(y)
)
≤ ε.

It is easy to see that if x is an NAS point, then it is also a GAS point since
∂δf(x) ⊇ ∪y∈Bδ(x)∂f(y). However, the converse does not hold in general, even
for convex [46, Proposition 2.7] and continuously differentiable functions [33,
Proposition 2]. Besides, Kornowski and Shamir [33] proved that the oracle
complexity of any randomized/deterministic algorithm for computing NAS
points of Lipschitz functions cannot avoid an exponential dependence on the
dimension, which implies the intractability of NAS.

Now, let us record the following simple result, which concerns the existence
of an NAS point (thus, also a GAS point) for a Lipschitz function.

Proposition 1 (Existence) Let f : Rd → R be Lipschitz with f(0)−infz f(z) ≤
∆ < +∞. Then, for any ε > 0, there exists an x ∈ Rd such that

dist
(
0, ∂f(x)

)
≤ ε and ∥x∥ ≤ ∆

ε
.

Proof This follows from the variational principle for subgradient [44, Proposi-
tion 10.44] and [44, Theorem 8.49]. ⊓⊔
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2.3 Settings

We formally define the oracle, algorithm class, and function class used in our
technical development.

Local Oracle. Given a function f : Rd → R, a local oracle Of is a map that,
when queried at a point x ∈ Rd, returns a function g : Rd → R satisfying

f(y) = g(y), ∀y ∈ Bd
ν(x)

for some ν > 0.

Remark 1 A subtle but crucial point here is that the local oracle Of only
returns the function g but not the radius ν. Otherwise, the resisting ora-
cle argument in Section 4.1 would fail when an algorithm queries x(t+1) ∈
Bν(x(t))

(
x(t)

)
. Nevertheless, the local oracle is still a very powerful notion. If

f is smooth at x, then Of (x) is capable of providing information about (if
exist) f(x) and ∇pf(x), for all p ∈ N+. If f is nonsmooth at x, then Of (x) is
capable of providing information about (if exist) the Clarke subdifferential [44,
Theorem 9.61], Fréchet subdifferential [44, Exercise 8.4], limiting subdifferen-
tial [44, Theorem 8.3(b)], and even the impractical subgradient selection oracle
in [49, Assumption 1(a)] and [31, Oracle 2.5]. We note here that assuming
such a (unreasonably) strong oracle would only strengthen our hardness results,
as the algorithms are allowed to use more information.

Algorithm Class. We consider algorithms from the classes Adet and Adet-gzr,
which are defined as follows:

– Adet: Algorithms that use information from the local oracle Of at the
queried points deterministically. Formally, for any algorithm A ∈ Adet,
integer T ∈ N+, and Lipschitz functions f, h : Rd → R, if xA[f ],(1) =
xA[h],(1) and there exists a constant ν > 0 such that Of

(
xA[f ],(i)

)
(y) =

Oh

(
xA[f ],(i)

)
(y), y ∈ Bν

(
xA[f ],(i)

)
for all i ∈ [T ], then xA[f ],(j) = xA[h],(j)

for all j ∈ [T + 1].
– Adet-gzr: Algorithms that are deterministic and general zero-respecting ; i.e.,

coordinates along which the function is locally constant are never explored.
Formally, every algorithm A ∈ Adet-gzr, when applied to any Lipschitz
function f : Rd → R and initialized at the origin, satisfies

supp
(
x(t)

)
⊆

⋃
i<t

{
j ∈ [d] : ∀ν > 0,∃θ ∈ R,y ∈ Bν

(
x(i)

)
s.t.

y + θej ∈ Bν

(
x(i)

)
, f(y) ̸= f(y + θej)

}
for all t ≥ 2.
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Remark 2 The oracle complexity of any deterministic algorithm interacting
with a pth-order oracle

(
f(x),∇f(x), . . . ,∇pf(x)

)
in the smooth setting [9] is

lower bounded by that of any algorithm in Adet interacting with a local oracle.
The class of general zero-respecting algorithms is a nonsmooth generalization
of that of zero-respecting algorithms [9, Section 2.2], which we recall informally
as follows. An algorithm A is called pth-order zero-respecting, denoted by A ∈
A(p)

zr , if it, when applied to any function f with well-defined ∇pf and initialized
at the origin, satisfies

supp
(
xA[f ],(t)

)
⊆

⋃
q∈[p]

⋃
i<t

supp
{
∇qf(xA[f ],(i))

}
for all t ≥ 2 (we refer the reader to [9, Section 2.2] for the definition of supp
when applied to a high-order tensor and for further details). With a slight abuse
of notation, let us denote the class of deterministic pth-order zero-respecting

algorithms by Adet ∩A(p)
zr . We note that even for infinitely differentiable func-

tions, the algorithm class Adet-gzr is strictly more general than Adet ∩ A(∞)
zr .

Indeed, consider the function

f(x) =

{
e−1/x2

if x ̸= 0,
0 if x = 0.

It is easy to check that f(0) = 0 and ∇pf(0) = 0 for all p ∈ N+. Then, for

any algorithm A ∈ Adet ∩A(∞)
zr , we must have xA[f ],(t) = 0 for all t ∈ N+. On

the contrary, as f(x) ̸= 0 = f(0) when x ̸= 0, for any A′ ∈ Adet-gzr, the query

point xA′[f ],(t) can be arbitrary for t ≥ 2. Formally, for any T ≥ 2, we have{{
xA[f ],(t)

}
t∈[T ]

: A ∈ Adet ∩ A(∞)
zr

}
⊊

{{
xA′[f ],(t)

}
t∈[T ]

: A′ ∈ Adet-gzr

}
.

The class of zero-respecting algorithms contains most of the oracle-based meth-
ods in smooth optimization [9], such as gradient descent, Nesterov’s accelerated
gradient descent [40], conjugate gradient [24], BFGS and L-BFGS [35], New-
ton, cubic-regularized Newton [43], and trust-region [13] methods. It also con-
tains the widely used class of linear span algorithms [42, Assumption 2.1.4] as
a special case. Besides, the algorithms developed in the recent works [32, 27, 31]
are all general zero-respecting.

Function Class. For any given constant C > 0 and dimension d ∈ N+, we
consider the function class

FLip
C,d :=

{
f : Rd′ → R : d′ ∈ [d], ∥f∥Lip ≤ C, f(0)− inf

x
f(x) ≤ C

}
.

As an immediate illustration of the above definitions, let us record the fol-
lowing result, which shows that there is no deterministic finite-time algorithm
for testing whether a point is GAS for a Lipschitz function.
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Proposition 2 (Testing) Suppose that 0 ≤ ε, δ < 1. For any A ∈ Adet and
T ∈ N+, there exists a 4-Lipschitz function f : R → R and a point y ∈ R
such that the algorithm A cannot decide whether y is an (ε, δ)-GAS point of f
within T oracle calls.

Proof Consider the function R ∋ x 7→ f1(x) = x ∈ R and the point y = 0.
Suppose that A makes the queries {x(t)}Tt=1 to the local oracle and returns the
correct answer; i.e., dist(0, ∂δf1(0)) > ε. Then, we only need to establish the
existence of a function f2 that is equal to f1 in a neighborhood of x(t) for any
t ∈ [T ] but satisfies dist(0, ∂δf2(0)) ≤ ε. The construction of f2 is easy and
similar to [41, Section 5] but not identical. It is clear that there exists a line
segment [a, b] ⊆ Bδ(0) satisfying x(t) /∈ [a, b],∀t ∈ [T ]. Let f2 : R→ R be given
by

f2(x) = min

{
x, a+ 4

∣∣∣∣x− a+ b

2

∣∣∣∣} .

Then, it can be verified that ∥f2∥Lip ≤ 4 and 0 ∈ ∂δf2(0), as required. ⊓⊔

3 Deterministic Inapproximability of Stationarity Concepts

We report the main results of this paper in Section 3.1. Then, we discuss some
recent works on deterministic computation of GAS points for various function
classes in Section 3.2.

3.1 Main Results

For the general deterministic setting, we have the following hardness result:

Theorem 1 (Deterministic) Suppose that 0 ≤ ε < 1
2
√
17
, 0 ≤ δ < 1

2 , and

C ≥ 6. For any T ∈ N+ and d ≥ T + 1, we have

inf
A∈Adet

sup
f∈FLip

C,d

min
t∈[T ]

dist
(
0, ∂δf

(
xA[f ],(t)

))
> ε.

Theorem 1 shows that any deterministic algorithm for computing GAS points
of Lipschitz functions must have an oracle complexity that is at least linear in
the dimension. In particular, no such algorithm has dimension-free finite-time
complexity. Contrasting this with the results in [46, 18], we see that random-
ization provably helps in the dimension-free computation of GAS points.

Without the dimension-free requirement, we have the following finite-time
hardness result:

Theorem 2 (Deterministic general zero-respecting) Suppose that 0 ≤
ε < 1

2
√
17
, 0 ≤ δ < 1

2 , and C ≥ 6. For any T ∈ N+ and d ≥ 2, we have

inf
A∈Adet-gzr

sup
f∈FLip

C,d

min
t∈[T ]

dist
(
0, ∂δf

(
xA[f ],(t)

))
> ε.
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As far as computing GAS points of Lipschitz functions is concerned, while The-
orem 1 does not rule out the existence of a deterministic algorithm with finite-
time complexity (in fact, we shall see one such algorithm shortly), Theorem 2
shows that no deterministic general zero-respecting algorithm has finite-time
complexity. Thus, Theorem 2 suggests that any deterministic finite-time algo-
rithm for computing GAS points of Lipschitz functions must be quite different
from most of the commonly used algorithmic schemes in smooth optimization.

Remark 3 Our hard constructions for establishing both Theorems 1 and 2 are
Lipschitz continuous piecewise linear functions. Therefore, the results in Sec-
tion 3 still hold even if we restrict the functions in FLip

C,d to be also piecewise
linear. We note that such functions form a subclass of difference-of-convex
functions [14, Proposition 4.4.3], semi-algebraic functions, and functions ex-
actly representable by ReLU neural networks [1, Theorem 2.1].

Remark 4 As noted in Remark 3, the hard construction in the proof of Theo-
rem 2 is semi-algebraic. In the recent work [17], Davis et al. showed that when
applied to a semi-algebraic function f , every limit point of the vanilla subgra-
dient method is a Clarke stationary point of f ; i.e., lim supt→+∞{x(t)} ⊆ {x :
0 ∈ ∂f(x)}, where the limit supremum is defined in the set-theoretic sense
(see [44, Definition 4.1]). By passing to a convergent subsequence of {x(t)}t
if necessary, it is evident that for any δ > 0, there exists a T ∈ N+ such that
x(T ) ∈ Bδ

(
x(∞)

)
. Then, by definition, the point x(T ) is (0, δ)-GAS for f . This

seems to contradict Theorem 2, as the vanilla subgradient method is clearly de-
terministic and general zero-respecting. The subtlety here is that Theorem 2
rules out any A ∈ Adet-gzr with a priori finite-time complexity; i.e., a finite T

that works uniformly for all f ∈ FLip
C,d. While the result in [17] implies that for

any semi-algebraic function f , there exists a T ∈ N+ such that the point x(T )

generated by the vanilla subgradient method is (0, δ)-GAS for f , Theorem 2
shows that any a priori bound on T is impossible.

As mentioned above, there exists a finite-time algorithm in the class Adet

for computing GAS points of Lipschitz functions. Of course, in view of Theo-
rem 1, the oracle complexity of any such algorithm will necessarily depend on
the dimension. To demonstrate the existence, recall from Proposition 1 that
given a function f : Rd → R with f ∈ FLip

C,d, there exists an (ε, 0)-GAS point
of f in the ball BC/ε(0). Thus, by querying the oracle at the points on a δ-net

N of the ball BC/ε(0) and noting that |N | ≤
⌈(
1 + 2C

εδ

)d⌉
, we immediately

obtain the following result:

Proposition 3 (Finite-time algorithm) Suppose that ε > 0, δ > 0, C > 0,

and d ∈ N+. There exists an A ∈ Adet such that for T =
⌈(
1 + 2C

εδ

)d⌉
, we

have
sup

f∈FLip
C,d

min
t∈[T ]

dist
(
0,

⋃
y∈Bδ(xA[f],(t))∂f(y)

)
≤ ε.

Proposition 3 indicates that for any fixed dimension d, we can compute an
(ε, δ)-GAS point of a function in FLip

C,d using only poly(ε−1, δ−1, C) oracle calls.
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3.2 Discussion

On Lower Bounds. By considering the more restrictive first-order oracle (i.e.,
Of maps the query point x to the pair (f(x), ∂f(x))), the works [32, 27]
establish a similar Ω(d) lower bound on the oracle complexity of algorithms in
the class Adet as our Theorem 1. However, their constructions do not apply to
algorithms that use higher-order information. Specifically, if we consider a pth-
order oracle with p ≥ 3, then these constructions cannot be used to establish
dimension-free hardness for deterministic algorithms and finite-time hardness

for algorithms in Adet ∩A(p)
zr . Indeed, when localized within the ball Br

(
x(t)

)
,

both constructions in [32, 27] reduce to

gx(t)(x) =
∥x− x(t)∥2

r2
· v⊤x+

(
1− ∥x− x(t)∥2

r2

)
· e⊤1

(
x− x(t)

)
,

where r > 0 is a sufficiently small constant and v ∈ Rd is a “hidden direc-
tion” that should not be recognized by the algorithm. However, it is easy to
see that with the information of ∇3gx(t)

(
x(t)

)
, the hidden v can be computed

deterministically using one single oracle query. Thus, a simple third-order algo-
rithm would invalidate these constructions. By contrast, our hardness results
in Theorems 1 and 2 hold for the more general local oracle. It seems non-trivial
to attain the same level of generality without using a construction similar in
spirit to ours in Section 4.1.

On Upper Bounds. The works [32, 27, 31] introduce deterministic algorithms
that compute GAS points for different function classes. It is worth pointing
out that all these algorithms are general zero-respecting. Therefore, by The-
orem 2, they cannot compute GAS points of Lipschitz functions using only a
finite number of oracle queries. Nevertheless, these developments deepen our
understanding of the computability and complexity of GAS for various func-
tion classes. While the works [32, 27] mainly study β-smooth functions, the
work [31] focuses on C-Lipschitz functions with a finite nonconvexity mod-
ulus Λ(δ); see [31, Section 6] for the definition of Λ(δ). It is shown in [31,
Theorem 6.6] that an (ε, δ)-GAS point of such a function can be computed
deterministically with a dimension-free oracle complexity of

O

(
C3Λ(δ)

ε4δ

)
.

This is an interesting result, as any piecewise linear function has a finite non-
convexity modulus Λ(δ). An easy corollary of our construction implies that
the O(Λ(δ)) dependence in the complexity is actually optimal. Indeed, for any
fixed T ∈ N+, the hard function in the proof of Theorem 1 (and also of Theo-
rem 2) is piecewise linear and has 5T + 2 affine pieces. By [31, Corollary 5.8],
we know that Λ(δ) = O(T ) for our hard function. Combining Theorem 1 or
Theorem 2 with [31, Theorem 6.6], we have the following conclusion:
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Proposition 4 The dependence of the complexity of any dimension-free finite-
time algorithm in Adet or that of any finite-time algorithm in Adet-gzr on the
nonconvexity modulus Λ(δ) is Θ(Λ(δ)); i.e., the dependence is optimal.

4 Proofs

We now collect the proofs of the main results in Section 3. In what follows, we
assume that 0 ≤ ε < 1

2
√
17
, 0 ≤ δ < 1

2 , C ≥ 6, and d ≥ 2. Besides, we assume

that every algorithm starts from 0; i.e., for any A ∈ Adet and f ∈ FLip
C,d, we

have xA[f ],(1) = 0. Such an assumption is common in the literature [9, 33]

and can be made without loss of generality as f((·) − x(1)) ∈ FLip
C,d whenever

f : Rd → R satisfies ∥f∥Lip ≤ C and f(x(1))− infx f(x) ≤ C.

4.1 The Construction

4.1.1 Single-Coordinate Resisting Function

We first construct a resisting function using the classic resisting oracle argu-
ment [42, Chapter 1.1.3]. The construction is similar to those in [49, 47] and
we repeat the argument here for completeness’ sake. Let T ∈ N+ and d ≥ 2
be fixed. Consider the resisting oracle O, which is a local oracle in the sense
defined in Section 2.3 and, when queried at the point x̄ ∈ Rd, returns the
function O(x̄) : Rd → R given by

O (x̄) (x) = x1 − x̄1.

Given an algorithm A ∈ Adet, let
{
xA,(t)

}T

t=1
be the sequence of iterates gen-

erated by A after T calls to O. Now, we establish the existence of a resisting
function fs ∈ FLip

1,d that is compatible with the resisting oracle O. Upon elim-

inating the duplicated values in the collection
{
x
A,(t)
1

}T

t=1
and arranging the

rest in increasing order, we obtain a sequence
{
x
(i)
1

}T ′

i=1
with T ′ ≤ T and

x
(1)
1 < x

(2)
1 < · · · < x

(T ′)
1 . Let

σ := min

{
min

1≤i<j≤T ′

∣∣∣x(i)
1 − x

(j)
1

∣∣∣ , 1} > 0
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fs(x1,0)

Fig. 1 The single-coordinate resisting function in (SC).

and define fs : Rd → R by

fs(x) := (SC)

−x1 + x
(1)
1 − σ

2 for x1 ∈
(
−∞, x

(1)
1 − σ

4

)
,

x1 − x
(t)
1 for x1 ∈

⋃
t∈[T ′−1]

[
x
(t)
1 − σ

4 ,
1
2

(
x
(t)
1 + x

(t+1)
1

)
− σ

4

)
,

−x1 + x
(t+1)
1 − σ

2 for x1 ∈
⋃

t∈[T ′−1]

[
1
2

(
x
(t)
1 + x

(t+1)
1

)
− σ

4 , x
(t+1)
1 − σ

4

)
,

x1 − x
(T ′)
1 for x1 ∈

[
x
(T ′)
1 − σ

4 ,+∞
)
;

see Figure 1. It is easy to see that fs is 1-Lipschitz and fs(0)−infx fs(x) ≤ 1 ≤
C. Moreover, we have the following result, which, together with the definition

of
{
x
(i)
1

}T ′

i=1
, shows that fs is compatible with the resisting oracle.

Lemma 1 For any t ∈ [T ′] and x ∈ B1
σ
8

(
x
(t)
1

)
⊗ Rd−1, we have fs(x) =

x1 − x
(t)
1 .

Proof For any such x, we have x
(t)
1 − σ

4 < x
(t)
1 − σ

8 ≤ x1 ≤ x
(t)
1 + σ

8 < x
(t)
1 + σ

4 ≤
1
2

(
x
(t)
1 + x

(t+1)
1

)
− σ

4 . ⊓⊔

The single-coordinate resisting function fs defined in (SC) is not sufficient
for establishing a lower bound on the oracle complexity of GAS. Indeed, sup-
pose that for any δ > 0 and T ≥ 2, we query x(t) = (t−1)δ ·e1 for any t ∈ [T ].
Then, both x(1) and x(2) are (0, δ)-GAS points of the generated fs. The main
difficulty here is that fs zigzags too much, which results in many GAS points.
We need a construction that is compatible with the resisting oracle without
any GAS point near the queried points.

4.1.2 A “Wedge” Replacement

In this section, we build a resisting function with a wedge-like shape. Our main
building block is the “wedge” function h : R2 → R defined by

h(x, y) := max

y − η

2︸ ︷︷ ︸
①

, h̃(x, y)

 ,
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- 2 0 2 4

- 4

- 2

0

2

4

Fig. 2 The wedge-shaped resisting function in (PL).

where η satisfies 0 < η ≤ σ
32 (recall that σ is defined above (SC) and pertains

to the minimum gap between the first coordinates of different queried points)
and the function h̃ : R2 → R is defined by

h̃(x, y) := min

x+
η

2︸ ︷︷ ︸
②

, 2y + η︸ ︷︷ ︸
③

,
y

2
+ η︸ ︷︷ ︸
④

+min

−x+
5η

2︸ ︷︷ ︸
⑤

, −η

2︸︷︷︸
⑥

 . (W)

The following piecewise linear representation of h is more convenient for anal-
ysis:

h(x, y)=



y − η
2 for (x, y) ∈ S1 := {(x, y) : h(x, y) = ①},
3η for (x, y) ∈ S2 := {(x, y) : h(x, y) = ② + ⑤},
x for (x, y) ∈ S3 := {(x, y) : h(x, y) = ② + ⑥},

−x+ 2y + 7
2η for (x, y) ∈ S4 := {(x, y) : h(x, y) = ③ + ⑤},

2y + 1
2η for (x, y) ∈ S5 := {(x, y) : h(x, y) = ③ + ⑥},

−x+ y
2 + 7η

2 for (x, y) ∈ S6 := {(x, y) : h(x, y) = ④ + ⑤},
y
2 + η

2 for (x, y) ∈ S7 := {(x, y) : h(x, y) = ④ + ⑥}.

(PL)

Here are some elementary properties of the sets {Si}7i=1.

Lemma 2 S2 = ∅.
Proof Let us first examine

S2 = {(x, y) : ① ≤ (② ∧③ ∧④) + (⑤ ∧⑥),② ≤ ③ ∧④,⑤ ≤ ⑥}.
Suppose that (x, y) ∈ S2. By ⑤ ≤ ⑥, we know that x ≥ 3η. Due to ② ≤ ③∧④,
we get x ≤ min{y2 , 2y}+

η
2 . Thus, we have 0 < 3η ≤ x ≤ y

2+
η
2 , or equivalently,

y
2 ≥

5η
2 . Now, we compute

①− (② ∧③ ∧④)− (⑤ ∧⑥) ≥ ①−④−⑥ =
y

2
− η ≥ 3η

2
> 0,

which gives a contradiction. ⊓⊔
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Lemma 3 S3 =
{
(x, y) : y − η

2 ≤ x ≤ min
{

y
2 , 2y

}
+ η

2

}
⊆ [− 3

2η,
3
2η]×[−η, 2η].

Proof Note that

S3 = {(x, y) : ① ≤ ② + ⑥,② ≤ ③ ∧④,⑤ ≥ ⑥} .

By ② ≤ ③∧④, we have x ≤ min{y2 , 2y}+
η
2 . From ① ≤ ②+⑥, we get y− η

2 ≤ x.
Then, we have −η ≤ y ≤ 2η and − 3

2η ≤ x ≤ 3
2η. Thus, the constraint x ≤ 3η

in ⑤ ≥ ⑥ is always satisfied. ⊓⊔

Lemma 4 If (x, y) ∈ Sc
3, then ∂h(x, y) ⊆

[
[−1, 0]
[ 12 , 2]

]
.

Proof By Lemma 2 and the piecewise linear representation of h in (PL), we
know that

∇h(x, y) ⊆
[
[−1, 0]
[ 12 , 2]

]
, ∀(x, y) ∈

⋃
i̸=3

int(Si).

It is easy but tedious to verify that Si ∩Sj has zero Lebesgue measure for any
i ̸= j (see Figure 2), as they are the solution sets of systems of linear equations.
Taking the convex hull of {∇h(x, y) : (x, y) ∈ ∪i̸=3 int(Si)}, invoking [44,
Theorem 9.61], and using conv(A × B) = conv(A) × conv(B), we obtain the
desired result. ⊓⊔

Now, we proceed to the final construction. Let h̃w : R2 → R be defined by

h̃w(x1, x2) := max

{
x2 −

η

2
, max
t∈[T ′]

h̃
(
x1 − x

(t)
1 , x2

)}
,

where h̃ is the function defined in (W) and
{
x
(i)
1

}T ′

i=1
is the sorted sequence

of first coordinates of the queried points after removing duplicates (see the
paragraph above (SC)). Then, the final “wedge” hard construction hw : Rd →
R for d ≥ 2 is defined by

hw(x) := max
{
−5, h̃w(x1, x2)

}
.

Lemma 5 For any t ∈ [T ′] and (x1, x2)− (x
(t)
1 , 0) ∈ int(S3), we have

x1 − x
(t)
1 = h̃

(
x1 − x

(t)
1 , x2

)
> x2 −

η

2
> max

t′∈[T ′]\{t}
h̃
(
x1 − x

(t′)
1 , x2

)
.

Besides, we have B2
η
8
⊆ int(S3).

Proof The first two relations follow directly from the piecewise linear repre-
sentation of h in (PL) and Lemma 3. For the last strict inequality, suppose

there exists a t′ ∈ [T ′], x
(t′)
1 ̸= x

(t)
1 such that the opposite holds. Then, we have

① ≤ (②∧③∧④)+(⑤∧⑥). From ① ≤ (③∧④)+⑥, we see that −η ≤ x2 ≤ 2η.
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Since ① ≤ (③ ∧ ④) + ⑤, we get x1 − x
(t′)
1 ≤ min{x2,−x2

2 } + 4η ≤ 4η. More-

over, since ① ≤ ② + ⑥, we get x1 − x
(t′)
1 ≥ x2 − η

2 ≥ − 3
2η. It follows that∣∣∣x1 − x

(t′)
1

∣∣∣ ≤ 4η. However, by Lemma 3 and noting that σ ≥ 32η, we have∣∣∣x1 − x
(t′)
1

∣∣∣ ≥ ∣∣∣x(t)
1 − x

(t′)
1

∣∣∣− ∣∣∣x1 − x
(t)
1

∣∣∣ ≥ σ − 3η > 30η,

which gives a contradiction. To establish B2
η
8
⊆ int(S3), we note that for any

x ∈ B2
η
8
,

x2 −
η

2
≤ −3η

8
< −η

8
≤ x1 ≤

η

8
<

η

2
− η

4
≤ min

{x2

2
, 2x2

}
+

η

2
.

This, together with Lemma 3, gives the desired result. ⊓⊔

We are now ready to prove the main lemma of this subsection.

Lemma 6 The following hold:

– The function hw is 3-Lipschitz and satisfies hw(0)− infx hw(x) ≤ 6 ≤ C.
– There exists a ν ∈ (0, σ/256] such that

fs(y) = hw(y), ∀y ∈ V :=
⋃

t∈[T ′]

B2
ν

([
x
(t)
1

0

])
⊗ Rd−2.

Proof From the piecewise linear representation of h in (PL), it is easy to see
that hw is 3-Lipschitz. Note that h(x, 0) ≤ max{−η

2 , η −
η
2} =

η
2 ≤ 1 for any

x ∈ R. It follows that hw(0)− infx hw(x) = max{−5, h̃w(0, 0)}+5 ≤ 1+5 = 6.

Let ν = η
8 ∈ (0, σ

256 ]. Then, Lemma 5 implies that h̃w(y1, y2) > y2− η
2 ≥ −

5η
8 >

−5 for all y ∈ V . This, together with Lemma 1 and the fact that ν < σ
8 , shows

that fs(y) = h̃w(y1, y2) = hw(y) for all y ∈ V . ⊓⊔

4.1.3 Resolution of Approximate Stationarity

In this subsection, we prove that the function hw has no GAS point below
certain precision at which the function value is lower bounded by −1.
Lemma 7 Let x ∈ Rd be such that hw(x) ≥ −1 and 0 ≤ δ < 1/2. Then, for

any y ∈ Bd
2δ(x), we have hw(y) = h̃w(y1, y2).

Proof By Lemma 6 and the assumption that 0 ≤ δ < 1
2 , we know that for any

y ∈ Bd
2δ(x),

hw(y) ≥ hw(x)− |hw(y)− hw(x)| ≥ −1− 6δ ≥ −4 > −5,

as required. ⊓⊔

The main result of this subsection is the following:
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Lemma 8 Let x ∈ Rd be such that hw(x) ≥ −1 and 0 ≤ δ < 1/2. Then, we

have dist
(
0, ∂δhw(x)

)
≥ 1√

17
.

Proof Observe that

∂δhw(x) = conv
(⋃

y∈Bd
δ(x)

∂hw(y)
)

(Definition 2)

= conv

(⋃
(y1,y2)∈B2

δ

(
(x1,x2)

) ∂h̃w(y1, y2)⊗ {0}⊗d−2

)
(Lemma 7)

= conv

((⋃
(y1,y2)∈B2

δ

(
(x1,x2)

)∂h̃w(y1, y2)

)
⊗ {0}⊗d−2

)
([3, §3, Exercise 3(4)])

= conv

(⋃
(y1,y2)∈B2

δ

(
(x1,x2)

)∂h̃w(y1, y2)

)
⊗ {0}⊗d−2

= ∂δh̃w(x1, x2)⊗ {0}⊗d−2.

Therefore, it suffices to show that dist
(
0, ∂δh̃w(x1, x2)

)
≥ 1√

17
. Let g :=

argmin
z∈∂δh̃w(x1,x2)

∥z∥. By Carathéodory’s theorem [44, Theorem 2.29], we

can write g as a finite convex combination

g =

3∑
i=1

λig
i,

where gi ∈ ∂h̃w(y
i), yi ∈ B2

δ

(
(x1, x2)

)
, λi ≥ 0 for i ∈ {1, 2, 3} and ∑3

j=1 λj =
1. Let

P1 :=
{
i ∈ {1, 2, 3} : ∃t ∈ [T ′],yi − (x

(t)
1 , 0) ∈ int(S3)

}
,

P2 :=
{
i ∈ {1, 2, 3} : ∀t ∈ [T ′],yi − (x

(t)
1 , 0) ∈ Sc

3

}
,

P3 :=
{
i ∈ {1, 2, 3} : ∃t ∈ [T ′],yi − (x

(t)
1 , 0) ∈ bd(S3)

}
.

We claim that P1, P2, P3 are mutually disjoint. By definition, P2 and P1 ∪ P3

are disjoint. Thus, it suffices to prove that P1 and P3 are disjoint. Suppose to
the contrary that there exists an i ∈ P1∩P3. Then, there exist t, t

′ ∈ [T ′] such
that

yi − (x
(t)
1 , 0) ∈ int(S3), yi − (x

(t′)
1 , 0) ∈ bd(S3).

As int(S3) and bd(S3) are disjoint, we must have t ̸= t′. We compute∣∣∣x(t)
1 − x

(t′)
1

∣∣∣ = ∥∥∥(x(t)
1 , 0)− (x

(t′)
1 , 0)

∥∥∥
1

≤
∥∥∥yi − (x

(t)
1 , 0)

∥∥∥
1
+

∥∥∥yi − (x
(t′)
1 , 0)

∥∥∥
1

≤ 2 · (3η + 3η) = 12η. (Lemma 3)
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However, noting that σ ≥ 32η, we get∣∣∣x(t)
1 − x

(t′)
1

∣∣∣ ≥ min
1≤i<j≤T ′

∣∣∣x(i)
1 − x

(j)
1

∣∣∣ ≥ σ ≥ 32η > 0,

which gives a contradiction.
Now, we rewrite g by averaging within Pi for i = 1, 2, 3; i.e.,

g =
∑
i∈P1

λig
i +

∑
j∈P2

λjg
j +

∑
k∈P3

λkg
k =

3∑
i=1

θig
Pi ,

where θi :=
∑

j∈Pi
λj and gPi :=

∑
j∈Pi

λj

θi
gj for i ∈ {1, 2, 3}. Consider the

following cases:

– Averaging within P1: g
P1 = e1. To see this, note that for any i ∈ P1, there

exists a ti ∈ [T ′] such that yi − (x
(ti)
1 , 0) ∈ int(S3). By Lemma 5, for any

i ∈ P1, we have

{ti} = argmax
t′∈[T ′]

h̃
(
yi1 − x

(t′)
1 , yi2

)
and h̃

(
yi1 − x

(ti)
1 , yi2

)
> yi2 − η

2 . Thus, by [12, Proposition 2.3.12] and

the piecewise linear representation of h in (PL), we get ∅ ̸= ∂h̃w(y
i) ⊆

∂h̃
(
yi1 − x

(ti)
1 , yi2

)
= {e1}, which implies that gi = e1 for any i ∈ P1.

– Averaging within P2: g
P2 ∈

[
[−1, 0]
[ 12 , 2]

]
by Lemma 4.

– Averaging within P3: g
P3 ∈ conv

(
e1,

[
[−1, 0]
[ 12 , 2]

])
by [44, Theorem 9.61].

From the above, we conclude that

g =

3∑
i=1

θig
Pi ∈ conv

(
e1,

[
[−1, 0]
[ 12 , 2]

])
.

To complete the proof, it remains to estimate dist(0, ∂hw(x)) = ∥g∥. The
following lemma will be useful for this purpose.

Lemma 9 We have

1

17
= min

t,v1,v2
(t+(1−t)v1)2+(1−t)2v22 s.t. t ∈ [0, 1], v1 ∈ [−1, 0], v2 ∈ [1/2, 2].

Proof Let q be the objective function of and (t∗, v∗1 , v
∗
2) be an optimal solution

to the above optimization problem. It is easy to see that v∗2 = 1
2 . Now, note

that

q(t, v1, v
∗
2) =

(
1

4
+ (v1 − 1)2

)
· t2 − 2

(
v1 −

1

2

)2

· t+ v21 +
1

4
.
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By the first-order optimality condition and the constraint v1 ∈ [−1, 0], we have

0 < t∗ =
(2v1 − 1)2

1 + 4(v1 − 1)2
= 1− 4(1− v1)

1 + 4(1− v1)2
< 1.

This implies that

q(t∗, v1, v
∗
2) =

1

1 + 4(v1 − 1)2
≥ 1

17
,

and equality holds when v1 = v∗1 = −1. ⊓⊔

Armed with Lemma 9, we compute

∥g∥ ≥ dist

(
0, conv

(
e1,

[
[−1, 0]
[ 12 , 2]

]))
= min

t∈[0,1]

∥∥∥∥[ t+ (1− t) · [−1, 0]
(1− t) · [ 12 , 2]

]∥∥∥∥
= min

t:0≤t≤1,
v1:−1≤v1≤0,
v2:

1
2≤v2≤2

√
(t+ (1− t)v1)2 + (1− t)2v22

=
1√
17

. (by Lemma 9)

It follows that dist
(
0, ∂δhw(x)

)
= dist

(
0, ∂δh̃w(x1, x2)

)
= ∥g∥ ≥ 1√

17
, as

required. ⊓⊔

4.2 Hardness Results

In this subsection, we put everything together. We will first prove Theorem 2,
as its proof is conceptually easier and can be reused in that of Theorem 1.

4.2.1 Deterministic General Zero-Respecting Algorithms

Proof (of Theorem 2) Fix any T ∈ N+, d ≥ 2, and A ∈ Adet-gzr. By apply-
ing the resisting oracle argument in Section 4.1.1 to A, we obtain a resisting

function fs : Rd → R and a sequence
{
xA[fs],(t)

}T

t=1
with xA[fs],(1) = 0.

By Lemma 1 and the definition of Adet-gzr, with a simple induction on t,
we have 2 /∈ supp

(
xA[fs],(t)

)
for all t ∈ [T ]. Furthermore, by Lemma 6, we

know that the algorithm A cannot distinguish between the resisting func-
tion fs and its associated “wedge” function hw by querying the local ora-

cle at the points
{
xA[fs],(t)

}T

t=1
. Formally, there exists a ν > 0 such that

Ofs

(
xA[fs],(t)

)
(y) = Ohw

(
xA[fs],(t)

)
(y) for all y ∈ Bd

ν

(
xA[fs],(t)

)
and t ∈ [T ].

Since A is deterministic, we have xA[fs],(t) = xA[hw],(t) for all t ∈ [T ], which
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implies that hw

(
xA[hw],(t)

)
= fs

(
xA[fs],(t)

)
= 0 > −1 for all t ∈ [T ]. Thus, by

Lemma 8 and the assumption that 0 ≤ ε < 1
2
√
17
, we get

min
t∈[T ]

dist
(
0, ∂δhw

(
xA[hw],(t)

))
≥ 1√

17
> ε+

1

2
√
17

.

Upon noting that hw ∈ FLip
C,d by Lemma 6, the proof is complete. ⊓⊔

4.2.2 Deterministic Algorithms

The case of general deterministic algorithms can be reduced to that of deter-
ministic general zero-respecting algorithms using a classic adversarial rotation
argument [39, 9, 48].

Proof (of Theorem 1) Fix any T ∈ N+, d ≥ T + 1, and A ∈ Adet. By
applying the resisting oracle argument in Section 4.1.1 to A, we obtain a re-

sisting function fs : Rd → R and a sequence
{
xA[fs],(t)

}T

t=1
with xA[fs],(1) = 0.

Let V :=
[
e1 xA[fs],(2) · · · xA[fs],(T )

]
∈ Rd×T . Furthermore, let u2 ∈ Rd be

such that V ⊤u2 = 0 and ∥u2∥ = 1. Note that such an u2 exists because

d > T . By choosing Ũ ∈ Rd×(d−2) to be an orthonormal basis of the or-
thogonal complement of span{e1,u2}, we can define an orthogonal matrix

U :=
[
e1 u2 Ũ

]
∈ Rd×d.

Now, let hw be the “wedge” function associated with the resisting function
fs and gw(x) := hw(U

⊤x). We claim that there exists a ν ∈ (0, σ/256] such
that Ofs

(
xA[fs],(t)

)
(y) = Ogw

(
xA[fs],(t)

)
(y) for all y ∈ Bd

ν

(
xA[fs],(t)

)
and

t ∈ [T ]. To see this, let ν be the constant in Lemma 6. Fix t ∈ [T ] and y ∈
Bd
ν

(
xA[fs],(t)

)
. By Lemma 1, we know that fs(y) = y1−xA[fs],(t)

1 . Observe that

U⊤y ∈ Bd
ν

(
U⊤xA[fs],(t)

)
, as

∥∥U⊤ (
y − xA[fs],(t)

)∥∥ ≤ ν. Moreover, we have

2 /∈ supp
(
U⊤xA[fs],(t)

)
for all t ∈ [T ] by the construction of U . It follows from

Lemma 6 that hw

(
U⊤y

)
= fs

(
U⊤y

)
. Since U⊤y ∈ B1

ν

(
x
A[fs],(t)
1

)
⊗ Rd−1,

using Lemma 1 again yields

gw(y) = hw(U
⊤y) = fs(U

⊤y) = e⊤1 y − e⊤1 x
A[fs],(t) = y1 − x

A[fs],(t)
1 = fs(y).

Thus, we see that A cannot distinguish between fs and gw by querying the

local oracle at
{
xA[fs],(t)

}T

t=1
, thus establishing the claim. In particular, since

A is deterministic, we have xA[fs],(t) = xA[gw],(t) for all t ∈ [T ].
Next, observe that

∂δgw (x) = conv
(⋃

y∈Bd
δ(x)

U∂hw

(
U⊤y

) )
= U conv

(⋃
y∈Bd

δ(x)
∂hw

(
U⊤y

) )
= U conv

(⋃
z∈Bd

δ(U
⊤x)∂hw (z)

)
= U∂δhw

(
U⊤x

)
,
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where the first equality follows from [44, Theorem 8.49, Exercise 10.7] (see also
[12, Theorem 2.3.10]); the second can be deduced from the bijectivity of U
[38, Chapter 1, §2, Exercise 2(b)] and [25, Chapter A, Proposition 1.3.4]; and
the third is due to

{
U⊤y : y ∈ Bd

ν(x)
}
= Bd

ν

(
U⊤x

)
. Besides, for any t ∈ [T ],

we have hw

(
U⊤xA[gw],(t)

)
= fs

(
xA[fs],(t)

)
= 0 > −1. By Lemma 8 and the

assumption that 0 ≤ ε < 1
2
√
17
, we obtain

min
t∈[T ]

dist
(
0, ∂δgw

(
xA[gw],(t)

))
= min

t∈[T ]
dist

(
0, ∂δhw

(
U⊤xA[gw],(t)

))
≥ 1√

17
> ε+

1

2
√
17

.

Moreover, as a simple corollary of Lemma 6, we have gw ∈ FLip
C,d. This com-

pletes the proof. ⊓⊔

5 Concluding Remarks

In this paper, we showed that no deterministic algorithm for computing GAS
points of Lipschitz functions has dimension-free finite-time complexity. This
settles an open question posed by Zhang et al. in [49]. Furthermore, even
without the dimension-free requirement, we showed that any finite-time deter-
ministic method cannot be general zero-respecting. In particular, this implies
that any natural derandomization of the algorithms in [49, 46, 18] cannot
have finite-time complexity. Our results shed light on the hardness of noncon-
vex nonsmooth optimization problems in modern large-scale settings. As for
further research, it would be interesting to study the complexity of approx-
imate stationarity concepts based on other subdifferential constructions for
different classes of structured nonconvex nonsmooth optimization problems.
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