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ABSTRACT
In online social networks, users with similar interests tend to come together, forming social communities. Nowadays, user-defined communities become a prominent part of online social platforms as people who have joined such communities tend to be more active in social networks. Therefore, recommending explicit communities to users provides great potential to advance online services.

In this paper, we focus on the constrained social community recommendation problem in real applications, where each user can only join at most one community. Previous attempts at community recommendation mostly adopt collaborative filtering approaches or random walk-based approaches, while ignoring social relationships between users as well as the local structure of each community. Therefore, they only derive an extremely sparse affinity matrix, which degrades the model performances. To tackle this issue, we propose ComRec which simultaneously captures both global and local information on the extended graph during pre-computation, speeding up the training process on real-world large graphs. In addition, we present a labeling component to improve the expressiveness of our framework. We conduct experiments on three Tencent mobile games to evaluate our proposed method. Extensive experimental results show that our ComRec consistently outperforms other competitors by up to 12.80% and 6.61% in the corresponding evaluation metrics of offline and online experiments, respectively.
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• Information systems → Social recommendation: Social networks; Recommender systems; • Computing methodologies → Learning latent representations.
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1 INTRODUCTION
Communities exist in droves in online social networks, as the tendency of people with similar interests to group together is inherent in social networks [2]. On the one hand, users in online communities benefit from sharing information with each other. Meanwhile, establishing connections with other members, in turn, facilitates online services. For instance, Figure 1 shows the statistics of players in Tencent mobile game X over a consecutive period of 7 days. We can observe that the players that have joined a club tend to be more active. Compared with those that have not joined any in-game club, the relative improvement of the gaming time (resp. payment rate) of players that have joined a club is 60.4% (resp. 48.2%) on average. On the other hand, with the mushrooming communities in online social networks, users have difficulties in choosing the appropriate community to join. Therefore, practitioners, as well as researchers, have sought to devise approaches [3] to achieve community growth in online social networks.

In this paper, we focus on the problem of recommending communities for users to join in social networks [32], where a community is an explicit social unit consisting of users. In particular, only user interactions and community memberships are given in our settings. Different from item recommendation scenarios where users can select more than one item or conventional community recommendation scenarios where users may belong to multiple communities, we have a further constraint that each user can only join at most one community at any time. This constraint does not exist in any real-world applications. For example, in many online games, each player can only join at most one in-game club. Other real-world scenarios include (i) paper submission platform can recommend journals/conferences for researchers. Each time, researchers can only submit their article to one publication; (ii) recruitment websites can provide job seekers with valuable opportunities to find jobs that match their interests. However, one can only accept one offer at a time; (iii) mobile operator companies can provide personalized recommendations for different customers. Each time, customers can only choose one plan for each individual phone number. Compared with previous recommendation problems, this constraint severely restricts the number of positive training samples, making this problem rather challenging.

Earlier community recommendation attempts to adopt similarity search strategies. For instance, Spertus et al. [32] calculate different similarities, such as cosine distance and inverse document frequency, to recommend communities for users. Subsequently, as
collaborative filtering (CF) plays a significant role in recommendation systems, many research studies \([6, 30, 36, 44]\) fall into this category. These approaches are mainly evaluated on Orkut and Youtube networks, where users may belong to multiple communities. In addition, most of these approaches require side information such as user-item interactions or rating history and further assume that each user has joined at least one community, which is over-idealized in real scenarios.

Recently, the triumph of graph neural networks (GNNs) has attracted researchers to design GNN-based approaches for recommendation tasks, such as item recommendation \([12, 45, 48, 56]\) and group recommendation \([5, 53]\), which mainly focus on the user-item bipartite graph while ignoring abundant social interactions between users. It is proven that these social connections facilitate recommendation systems \([35]\) as the choices of users can be highly likely influenced by others around them \([25]\). Consequently, recent social recommendation approaches \([8, 49, 50]\) further consider social relationships between users. Nonetheless, complex attention operations make them hard to train on large graphs, while a daily update is usually required in real online applications \([60]\). Meanwhile, a few recent studies \([46, 51, 59]\) evaluate GNN expressiveness, achieving superb performance on link prediction and classification tasks. Accordingly, designing expressive GNNs that can distinguish community/subgraph structures is a promising direction in recommendation systems. Besides, previous GNN-based frameworks only capture either local information by shallow architectures or global information by stacking multiple layers, while both should be adequately captured in the community recommendation problem.

**Contribution.** Motivated by the above observations, we present ComRec\(^1\), an expressive and effective GNN-based framework for constrained social community recommendation problem. Our proposed framework consists of three key components, labeling mechanism, global propagation, and local propagation. The first component is a labeling mechanism that aims to empower the expressiveness of ComRec, which is inspired by recent subgraph representation learning approaches \([46, 59]\). It has been empirically proved \([1, 46]\) that the ability to differentiate nodes inside and outside subgraphs helps GNNs generate different embeddings of non-isomorphic subgraphs, which may be undistinguishable using a standard message-passing GNN \([9]\). In particular, we assign additional labels to nodes according to their relations with communities, enhancing the expressiveness of the hidden representations of nodes during the feature propagation process. Besides, we prove that ComRec is more expressive compared with conventional message-passing GNNs \([9, 11, 56]\).

In real-world recommendation applications, a daily update is usually required \([60]\), posing a challenge to model scalability as well as training efficiency. To tackle this issue, we decouple the feature propagation process from non-linear transformation operations, following existing popular solutions like PPRGo \([4]\). In PPRGo, it shows the potential ability of personalized PageRank (PPR) \([26]\) to incorporate adaptive multi-hop information of different nodes without the explicit message-passing scheme. However, PPRGo still requires linear running costs for the feature propagation. In particular, it requires \(O((\alpha n_c) d_F)\) propagation time complexity, where \(d\) is the average node degree, \(\epsilon\) is the threshold parameter to balance the computation efficiency and the approximation quality. Such a running cost is still high for our demands as we regularly update our model on a daily basis. In our second component, we present a column-wised propagation strategy so that we propagate features one by one after a column normalization. By such a strategy, we can significantly reduce the running cost to \(O(\frac{(\alpha n_c)(d_F)}{\epsilon})\), which is sub-linear and super efficient. In particular, our ComRec can finish the propagation process on graphs containing over 20 million nodes using a CPU-only machine in 30 seconds while still achieving superb recommendation results as we will show in our experiments.

Notice that most of the previous approaches only consider incorporating information within the neighborhood of the same hop for each node while ignoring the local structures of different node types. Due to the explicit constraint, interactions between users and communities are exceedingly sparse in our setting. To further delineate the personal influence of community members as well as make full use of the local structural information, we adopt the third component that aggregates member interactions via local propagation to generate more informative representations of communities.

In our experiment, we compare ComRec against other recommendation approaches on the constrained community recommendation task. We conduct experiments on three Tencent mobile games with four real graphs. In addition, we deploy the proposed ComRec in one Tencent mobile game with a real recommendation application. Extensive experiments show that our ComRec consistently outperforms other competitors on all datasets. Our contributions can be summarized as follows:

---

\(^1\text{Constrained Social Community Recommendation.}\)

---

**Table 1: Frequently used notations.**

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G, G^U, G^{UC})</td>
<td>Extended graph, user-user social graph, and user-community bipartite graph.</td>
</tr>
<tr>
<td>(\mathcal{U}, C)</td>
<td>The set of users and communities.</td>
</tr>
<tr>
<td>(n, n_c, F)</td>
<td>The number of users, communities, and features.</td>
</tr>
<tr>
<td>(A, D, X)</td>
<td>Adjacent, degree, and feature matrix.</td>
</tr>
<tr>
<td>(H, Z)</td>
<td>The hidden representation matrix and the output embedding matrix.</td>
</tr>
<tr>
<td>(N(v))</td>
<td>The set of out-neighbors of node (v) in (G).</td>
</tr>
<tr>
<td>(N_c(v))</td>
<td>The set of out-neighbors of node (v) in the subgraph generated by community (c) and its members.</td>
</tr>
<tr>
<td>(\alpha, \epsilon)</td>
<td>The stopping probability and threshold.</td>
</tr>
</tbody>
</table>

---

**Figure 1: Relative improvements of two important statistics in Tencent game X.** The statistics of players that have not joined any club are normalized to 1.
We formulate a newly defined recommendation problem, constrained social community recommendation;
We propose ComRec, an expressive, efficient, and effective framework with three key components for the constrained social community recommendation task;
We conduct extensive offline experiments on real-world large graphs and shows that ComRec takes the lead by up to 12.80% and 6.61% in the corresponding metrics, respectively.
We deploy the proposed approach in one Tencent game with a real application. Extensive online experiments show that ComRec takes the lead by at least 2.69x times in terms of running time and up to 29.09% in terms of the corresponding metrics.

2 PRELIMINARIES

2.1 Problem Definition

Let \( \mathcal{U} = \{u_1, ..., u_n\}\) and \( \mathcal{C} = \{c_1, ..., c_n\} \) denote the sets of users and communities, respectively, where \( n \) is the number of users and \( n_c \) is the number of communities. We use \( \mathcal{G}^{uc} = (\mathcal{U}, \mathcal{C}, \mathcal{E}^{uc}) \) to denote an undirected user-community bipartite graph, where an edge \((u_i, c_j)\) \( \in \mathcal{E}^{uc} \) indicates user \( u_i \) has joined in community \( c_j \). In addition, we assume that social relationships between users are known in advance, and we use \( \mathcal{G}^u = (\mathcal{U}, \mathcal{E}^u) \) to denote the undirected user-user social network. Given the extended graph \( \mathcal{G} = \mathcal{G}^u \cup \mathcal{G}^{uc} \) and feature matrix \( X = \text{concat}_\text{col}(X^c, X^u) \in \mathbb{R}^{(n + n_c) \times F} \), where \( X^c \in \mathbb{R}^{n_c \times F} \) denotes community features and \( X^u \in \mathbb{R}^{n \times F} \) denotes user features, respectively, and \( \text{concat}_\text{col} \) is the column concatenation function, social community recommendation is the task to recommend communities to users who have not joined any community yet. Besides, we further have a constraint that each user can only join at most one community at the same time, which is typical in real applications. For example, in many online games, each player can join at most one club. Table 1 lists the notations frequently used in this paper.

**Definition 1 (Constrained Social Community Recommendation).** Let \( \mathcal{G} = \mathcal{G}^u \cup \mathcal{G}^{uc} \) be an undirected graph, \( X^c \) and \( X^u \) be feature matrices. In addition, each user can only join at most one community. The goal of the constrained social community recommendation task is to recommend communities for users who have not joined a community yet under the above constraint.

Remark. Notice that in graph mining tasks like community detection, the goal is to discover groups of nodes that are more similar or densely linked to each other than to the other nodes in complex networks. The community is implicit in such scenarios. However, in community recommendation, the community is explicit and created by users in the networks. For example, in Tencent mobile game X, a player can create a club and others can join an existing club. In this paper, we use a **community node** to denote an existing community and use **community** to denote the subgraph generated by a community node and its members.

2.2 Related Work

To the best of our knowledge, our work is the first to study the constrained social community recommendation problem. Next, we briefly review several closely related recommendation approaches.

Collaborative filtering in community recommendation. Earlier attempts mainly employ CF approaches for the community recommendation problem. CCF [6] considers both community-user and community-description co-occurrences to compute the joint probability distribution over the community, user, and description. Pairwise PLSI [30] employs the pair-wise learning approach to maximize the differences in user preference between two given communities according to their historical records. Wang et al. [44] incorporate the implicit user-community rating to generate temporal user-community affinity. Recently, neural CF approaches, e.g., [12, 45, 48], have shown the effectiveness of GNN in recommendation systems. Each community can be treated as a virtual user in the graph \( \mathcal{G} \) and thus GNN-based CF approaches can also be adapted to this problem. Most of these approaches assume that each user in the graph will join at least one community. Nevertheless, this assumption becomes over-idealized in real-world applications. For example, in Tencent game X, only around 10% of the users have joined an in-game community. Furthermore, due to the explicit constraint, the interactions between users and communities are extremely sparse than the conventional community/item recommendation problems.

Social Recommendation. Employing social relationships is another choice to facilitate recommendation systems. RecSSN [34] captures the global information of each user via the relation network. Later approaches mainly adopt GNNs for the social recommendation task. For instance, GraphRec [8] learns user representations by aggregating features from two different perspectives. DiffNet++ [49] presents social diffusion and interest diffusion in a unified framework to aggregate embeddings from different aspects. FeSoG [23] further addresses the privacy protection challenge by employing the pseudo-labeling technique. These models mainly adopt complex attention mechanisms and thus are hard to scale to real-world million-node graphs.

Group Recommendation. Group recommendation is the task to make recommendations to a group of users. The key challenge in this task is how to infer the decision of a group of users. SGR [54] adopts attention mechanisms to learn the social influence of users in different groups. GroupIM [29] maximizes the mutual information between representations of groups and members to aggregate user preferences. If we treat groups as virtual users in the graph, group recommendation can be considered as the reverse problem of community recommendation. However, since the interaction data between users and groups is extremely sparse, existing group recommendation approaches require additional side information, e.g., user-item interactions, to improve the estimation accuracy of user preferences in groups. Therefore, how to adapt group recommendation approaches to the community recommendation problem without side information is still an open problem.

3 COMREC FRAMEWORK

Recap from Section 2.1 that in constraint social community recommendation task, each user can only join at most one community at the same time. There are roughly two major challenges in this problem. Firstly, rich interactions between users and items/communities are available in most recommendation scenarios, e.g., [6, 12, 13, 30, 44, 45, 49]. However, due to the explicit constraint in our setting, each user can only have at most one positive sample. Furthermore,
the majority of users may not have joined any community yet, resulting in extremely sparse positive training data. Secondly, no additional item information is given. Therefore, recommending communities for users to join belongs to the cold-start problem, which makes it rather challenging. These challenges call for a more expressive framework to better capture the inherent information from different perspectives of graph structures. Section 3.1 briefly illustrates the ComRec framework. Details of the labeling mechanism are provided in Section 3.2. Section 3.3 elaborates on the global propagation process. Section 3.4 proposes the local propagation process. Section 3.5 introduces the prediction process.

### 3.1 Overview

Figure 2 shows the architecture of our proposed ComRec model, which includes three key components, i.e., labeling mechanism, global propagation, and local propagation.

The first component is the labeling mechanism on the extended graph $G$, which is generated by the user-user social network $G^u$ and the user-community bipartite graph $G^{uc}$. Since users are influenced by both neighboring user nodes and the community node, combining the social network with the user-community bipartite graph provides opportunities to learn more informative representations from two different perspectives. In addition, each community can be regarded as a subgraph in the extended graph. Since the ability to distinguish different subgraphs is important for generating more informative representations, we incorporate a labeling strategy to enhance the expressiveness of our ComRec.

The second component is global propagation which decouples the feature propagation from the complicated parameter training process. Different from previous attempts in social recommendation systems, e.g., [8, 49, 50], which jointly train embeddings from graphs $G^u$ and $G^{uc}$ and then concatenate the embeddings together to obtain the final prediction, we directly propagate information on the extended graph, which retains rich user-user interactions for generating the embeddings of the community nodes. To speed up the training process on large graphs with tens of millions of users, we design an efficient global propagation algorithm that only incurs sub-linear time complexity.

The third component is local propagation. Notice that in previous recommendation approaches, node features are mostly propagated from different perspectives of graph structures. Section 3.1 briefly illustrates the ComRec framework. Details of the labeling mechanism are provided in Section 3.2. Section 3.3 elaborates on the global propagation process. Section 3.4 proposes the local propagation process. Section 3.5 introduces the prediction process.

### 3.2 Labeling Mechanism

**Graph Neural Networks (GNNs)** have achieved great success in the past few years. Most of the proposed GNNs follow the framework of message-passing graph neural network (MPGNN) [9], which updates the representation of a node by iteratively aggregating information from its neighbors. The representation of node $v$ in the $k$-th standard MPGNN layer, denoted as $h^{(k)}_v$, can be formulated as follows:

$$ a^{(k)}_v = \text{AGGREGATE}(\{ h^{(k-1)}_u : u \in N(v) \}) $$

$$ h^{(k)}_v = \text{COMBINE}(h^{(k-1)}_v, a^{(k)}_v) $$

where $N(v)$ is the neighbors of node $v$ in graph $G$.

As discussed in [1, 46], differentiating nodes inside and outside subgraphs enables GNNs to generate different embeddings of non-isomorphic subgraphs. We assign each node a label vector to indicate the affiliation information. Given a node $x$ and a community $c$, the label of node $x$ is defined as follows:

$$ I_x(c) = \begin{cases} 1, & \text{if } x \in c \\ 0, & \text{if } x \notin c \end{cases} $$

The node $x$ can be either a user node or a community node. By introducing additional labels to MPGNN, it enhances the representations of nodes in graph $G$. The following theorem shows that the labeling mechanism improves the expressive power of MPGNN.

**Theorem 1.** Labeling mechanism enhanced message-passing framework improves the expressiveness of the MPGNN.

**Proof.** Firstly, we prove that if a standard MPGNN can distinguish two different subgraphs, then the labeling mechanism enhanced framework can also generate different embeddings for them. For the labeling mechanism enhanced message-passing framework, the representation of the node $u$ at the $k$-th layer is:

$$ h^{(k)}_u = \text{CONCAT}(h^{(k-1)}_u, I_u) $$

It is easy to verify that there always exists a mapping $\phi$ such that

$$ \phi(h^{(k-1)}_u) = h^{(k-1)}_u $$

Therefore, given a standard MPGNN framework $M$, there always exists a labeling mechanism enhanced message-passing framework that can produce the same embedding as $M$. If $M$ can distinguish two non-isomorphic subgraphs, then the labeling mechanism enhanced message-passing framework can also generate different embeddings for these two subgraphs.

Secondly, we need to show that there exist pair of non-isomorphic graphs that MPGNN cannot distinguish while labeling mechanism enhanced message-passing framework can. Consider two non-isomorphic graphs $G_1$ and $G_2$ in Fig. 3, where $c_1$ and $c_2$ denote community nodes. Subgraphs with blue nodes and edges between them indicate a community. No additional feature information is given. For a standard MPGNN, the representations of node $u$ and node $v$ will be the same since the computational subtrees generated by their neighborhood are homogeneous, see Fig. 3(b). The representations of other nodes will also be the same if we simply use an MPGNN to aggregate information. However, if additional label information is incorporated into the message-passing framework, it can distinguish $u$ from $v$ because $u$ has three in-community neighbors while $v$ has three neighbors outside the community.

**Relaxation.** Even though the labeling mechanism can improve the expressive power of MPGNN, it requires additional cost since we further consider a one-hot label vector. If we utilize the batch training strategy, i.e., we jointly incorporate labels to a batch of nodes and then propagate information among edges, the labels may become inconsistent in different batches. To tackle this issue, we only keep a one-dimensional label for each node. In specific, if a node belongs to one community, then it will have the label 1; otherwise, it will have the label 0. Notice that Theorem 1 still holds after relaxation. In addition, as discussed in [46], adding labels
cannot avoid inconsistencies between batches and the relaxation here is a trade-off between efficiency and expressiveness.

### 3.3 Global Feature Propagation

According to the organization principle of social networks [25], the preferences of users are highly likely influenced by their directly connected nodes. The global propagation component aims to incorporate multi-hop information into the representations of each node from the extended graph $G$ with additional social information from $G^o$. As standard GNNs [11, 18] are computationally prohibitive on large graphs, some research works [4, 19] suggest decoupling the non-linear transformation from the feature propagation. In addition, LightGCN [12] empirically reveals that non-linear transformation operation will unnecessarily complicate the model and even degrade the effectiveness of recommendation models. Therefore, we follow these approaches and calculate the disentangled feature propagation in the pre-computation process.

Recent studies on node representation learning [7, 52, 55, 61] have shown that PPR plays an important role in capturing graph information. Based on this observation, recent studies [4, 38] propose approximate algorithms for feature propagation. However, to calculate the approximate PPR values by adopting existing algorithms [14, 15, 20, 24, 39–43, 47], PPRGo [4] still requires linear costs for feature propagation, which is still too expensive for large graphs. AGP [38] assumes that the given feature vector $x$ is $L_1$-normalized, i.e., $\sum_{i=1}^{n_o} x_i = 1$, where each dimension corresponds to the feature value of a node in the graph. Then, the running cost can be bounded by $O(F/e)$, which is independent of the graph size. However, in many cases, such limited propagation is insufficient. To tackle this issue, we make a trade-off by incorporating a column-wised feature propagation with $L_2$ normalization, which runs in $O(F\sqrt{n + n_c}/e)$ time and gains a balance between efficiency and effectiveness.

**Algorithm 1**: Global-Feature-Propagation

**Input**: Graph $G$, feature $X$, threshold $\epsilon$, stopping probability $\alpha$

**Output**: Representation $H$

1. Initialize $H \leftarrow 0$, $X \leftarrow$ Column-normalized($X$)
2. for $k \in \{1, ..., F + 1\}$ do
3. \hspace{1em} while $\exists u \in \mathcal{U} \cup \mathcal{C}$ such that $X_{u,k} > \epsilon \cdot d_u$ do
4. \hspace{2em} $H_{u,k} \leftarrow H_{u,k} + \alpha \cdot X_{u,k}$
5. \hspace{2em} for $o \in \mathcal{N}(u)$ do
6. \hspace{3em} $X_{o,k} \leftarrow X_{o,k} + (1 - \alpha) \cdot \frac{X_{u,k}}{d_u}$
7. \hspace{3em} $X_{u,k} \leftarrow 0$
8. return $H$
where the pooling functions can be 

\[\min\] when there exists no node \(u\), a push operation is invoked on \(u\) to propagate features to its neighbors via \(\alpha\)-discount random walks (Lines 4-7). In particular, it first converts \(\alpha \cdot X_{u,k}\) to \(H_{u,k}\) (Line 4). To explain, a portion of the feature information \(X_{u,k}\) stores at the current node \(u\). Next, the remaining \((1 - \alpha)\) portion of the feature information \(X_{u,k}\) will evenly propagate to the out-neighbors of the current node \(u\) (Lines 5-6). Thus, for each \(v\) that is an out-neighbor of \(u\), the feature \(H_{v,k}\) is increased by \((1 - \alpha) \cdot X_{u,k}/d_u\). After the push operation, the feature information \(X_{u,k}\) is set to zero (Line 7), since \(X_{u,k}\) has been either propagated to neighbors or stores at node \(u\). This algorithm will terminate when there exists no node \(u\) such that \(X_{u,k}\) is larger than \(\epsilon \cdot d_u\). The following theorem shows that with the global propagation algorithm, the representations \(H\) can be generated in sub-linear time, and the proof can be found in Appendix.

**Theorem 2.** Generating the representation matrix \(H\) using Algorithm 1 takes \(O(F\sqrt{n} + nc/\epsilon)\) time complexity given that the original feature matrix \(X\) is \(L_2\)-normalized by each column.

### 3.4 Local Feature Propagation

Different from user-item recommendation tasks, the community nodes and their members constitute explicit subgraphs, providing additional local structural information. Furthermore, the positive training data is extremely sparse due to the user constraint. To generate more informative representations of communities, we present the local computation component to better capture users’ preferences in the same community. The local feature propagations of ComRec consists of two steps: local update and subgraph propagation.

**Local update.** Pooling functions are common methods in many graph tasks, such as graph classification [57, 58]. The embeddings of nodes within the graph are combined together to generate the graph representation:

\[H_c = \text{pooling}(\{H_u | u \in c\}),\]

where the pooling functions can be \(min, max,\) and \(average\) functions. In ComRec, we extend this idea to generate the representations of the community nodes. Thus, the representation of the community node \(c\) is as follows:

\[H_c = H_c + \sum_{u \in c} a_u H_u,\]

where \(a_u\) is an individualized preference weight of user \(u\) in the community \(c\) and can be either calculated by attention mechanism with trainable weights or set to be a hyper-parameter. In our implementation, we find that uniform aggregation is enough to achieve satisfactory recommendation results, and thus we set \(a_u = 1\), which also avoids weight updating costs. With the local update step, the representation of the community node will capture more member preference information, which can also be regarded as the preference summarization of this community.

**Subgraph propagation.** The local update process is designed to incorporate user preference in the community representation while it does not capture the close relationships between in-community members. Since the explicit subgraphs that consist of members and communities provide additional local structural information, to make full use of such information, we further propagate node representations locally, which can smooth the node representations within each community. Specifically, we adopt the normalized sum aggregator in each community and remove the non-linear transformation as [12]. The \(k\)-th layer representation of node \(i \in c\) during the local propagation is defined as:

\[H_i = \frac{\sum_{j \in N_c(i)} 1}{\sqrt{|N_c(i)| \sqrt{|N_c(j)|}}} H_j,\]

where \(N_c(i)\) is the neighbor set of node \(i\) in the subgraph generated by community \(c\). Notice that no self-loop is considered during the subgraph propagation process since \(\alpha\)-discounted random walks have been utilized during the global feature propagation.

### 3.5 Training and Prediction

After two propagation steps, we apply a multi-layer perceptron (MLP) to get the final embeddings of each node, i.e., \(Z = MLP(H)\). The final prediction score is defined as the inner product of the user and the community embeddings:

\[r_{uc} = Z_u Z_c.\] (1)

The communities with top-\(K\) scores will be returned as the final recommendation results for users.

**Loss function.** In our ComRec, the trainable parameters are only the weight matrices of MLP. Therefore, it supports efficient mini-batch training and scale to large graphs. We select the standard Bayesian Personalized Ranking loss [28] to maximize the differences between positive pairs and negative pairs:

\[\mathcal{L} = \sum_{u \in U \cup C} \log (\sigma(r_{uc} - r_{uc}')) + ||W||_2^2,\]

where \(c\) is the positive sample and \(c'\) is the negative sample, \(\sigma\) is the sigmoid function, and \(W\) denotes all trainable parameters.

**Training samples.** The positive samples are the observed affiliations of users. For the negative samples, if we directly sample a number of random communities for each user, the chance of any of these communities being related to the user is small. Therefore, we adopt the hard negative sampling strategy [27, 56] to get more relative negative samples for each user. Specifically, for each user \(u\), we calculate its single source PPR values and select the communities with the top-5 PPR scores as hard negative samples.

**Candidate selection.** Since each user can only join at most one community, given a certain user \(u\), most of the communities are irrelevant to \(u\) and unlikely to be valid for the recommendation. To make the prediction more reasonable, we first select a candidate set for each user \(u\) according to the game logs and user profile, such as the communities that other players in the same game have joined, and the communities that a friend of \(u\) has joined. After the candidate selection, we only recommend communities in the candidate set of each user via Equation 1.

### 4 EXPERIMENTS

We compare our ComRec against alternative solutions on the constrained social community recommendation task.
### 4.1 Experimental Settings

**Datasets.** Since no public dataset considers the constraint in our setting, in this paper, we evaluate our ComRec and several competitors on three Tencent mobile strategy role-playing game (SRPG) datasets, denoted by X, Y, and Z, respectively. Besides, the dataset from game X is further divided into X-1 and X-2 according to their mobile platforms. For graphs X-1 and X-2, we construct (i) the social graphs by taking each daily active user (DAU) in the game as a user node and the friendship between two users as an edge; (ii) the user-community graph by taking the club that at least one DAU has joined as a community node, the DAU in the club as a user node, and the memberships between the user nodes and the club nodes as edges. For graph Y and graph Z, we construct (i) the social graphs by all users and their friendships; (ii) the bipartite graphs by all users, clubs, and their memberships. The statistics of these datasets are listed in Table 2.

**Competitors.** We evaluate ComRec against 7 competitors, including embedding methods, collaborative filtering methods, contrastive learning methods, and social recommendation methods. We obtain the source code of these competitors from GitHub and evaluate them with default parameter settings suggested by their authors unless otherwise specified. We list these methods as follows:

- DistNE [21]: it is a distributed embedding method based on a graph partitioning algorithm [22]. The embeddings are computed by node2vec [10]. Then, the embeddings are fed into a multi-layer perceptron as features to obtain the pair-wise scores;
- MLP: it directly adopts a multi-layer perceptron to train embeddings using features;
- AutoIntCL: it combines the attention-based recommendation approach autoint [31] with the contrastive learning loss function, aiming to maximize the distances between negative pairs and minimize the distances between positive pairs. It has been deployed in real Tencent applications;
- LightGCN-E [12]: it is one of the state-of-the-art neural collaborative filtering approaches that can scale to large graphs with millions of nodes;
- LightGCN: it denotes an extended LightGCN model that further considers the social network as input;
- GraphRec [8]: it is one of the state-of-the-art social recommendation approaches which takes the extended graph as input and generated embeddings by attention-based message-passing.

**Parameter settings.** We set $\alpha = 0.1$, $\epsilon = 10^{-6}$ (introduced in Section 3.3). The depth of the MLP is 3 and the size of the hidden layer is 64. We select 5 hard negative samples for each user existing in positive samples. Since the restrictions for joining clubs in game Y and game Z are more strict than that in game X, we set the

\[ \begin{align*}
\alpha & = 0.1, \\
\epsilon & = 10^{-6} 
\end{align*} \]
4.2 Offline Evaluation

We conduct experiments on the above-mentioned four datasets. We randomly hide 10% of the user-community edges for testing and train the embedding vectors on the rest of the graph, i.e., the whole user-user social graph and 90% of the user-community graph. For each user, the candidate set is generated by the communities according to the following priority: (i) the ground-truth community that user has joined; (ii) the communities that other players in the same game with user have joined; (iii) the communities that at least one friend of user has joined; (iv) randomly selected communities. Once the number of communities equals the default number, the candidate selection process will terminate. Given a node pair \((u, c)\) in the candidate set, we compute a score for \((u, c)\) based on the embedding vectors generated by each model, and return the top-\(K\) results to evaluate model performances according to the predicted scores. Since the sizes of the candidate set in game X, game Y, and game Z are distinct, we set \(K = 10, 10, 5, 5\) on graphs X-1, X-2, Y, and Z, respectively.

Table 8: Ablation study on X-1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Hit@10</th>
<th>(\Delta)</th>
<th>NDCG@10</th>
<th>(\Delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ComRec-lm</td>
<td>0.51003</td>
<td>-9.48%</td>
<td>0.27941</td>
<td>-7.35%</td>
</tr>
<tr>
<td>ComRec-lu</td>
<td>0.48018</td>
<td>-14.78%</td>
<td>0.28960</td>
<td>-3.97%</td>
</tr>
<tr>
<td>ComRec-sp</td>
<td>0.54280</td>
<td>-3.66%</td>
<td>0.28413</td>
<td>-5.78%</td>
</tr>
<tr>
<td>ComRec</td>
<td>0.56343</td>
<td>-</td>
<td>0.30157</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 9: Ablation study on Z.

<table>
<thead>
<tr>
<th>Method</th>
<th>Hit@5</th>
<th>(\Delta)</th>
<th>NDCG@5</th>
<th>(\Delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ComRec-lm</td>
<td>0.50793</td>
<td>-3.81%</td>
<td>0.32653</td>
<td>-5.11%</td>
</tr>
<tr>
<td>ComRec-lu</td>
<td>0.50159</td>
<td>-5.01%</td>
<td>0.33922</td>
<td>-1.42%</td>
</tr>
<tr>
<td>ComRec-sp</td>
<td>0.50675</td>
<td>-4.03%</td>
<td>0.33519</td>
<td>-2.59%</td>
</tr>
<tr>
<td>ComRec</td>
<td>0.52805</td>
<td>-</td>
<td>0.34412</td>
<td>-</td>
</tr>
</tbody>
</table>

The candidate set sizes of graphs X-1, X-2, Y, and Z are 100, 100, 50, and 30 respectively.

Next, we show the importance of each component in our ComRec. We use ComRec-lm to indicate the algorithm that removes the labeling mechanism component, ComRec-lu to indicate the algorithm that removes the local update component, and ComRec-sp to indicate the algorithm that removes the subgraph propagation component. Table 8 and Table 9 list the results of these approaches on graphs X-1 and Z. As we can observe, the values on graphs Y and Z are much lower than that on graphs X-1 and X-2. Therefore, we conclude that graphs Y and Z show more heterogeneous properties and only propagating features on the extended graph is not enough to obtain satisfactory results on such graphs. Our ComRec further incorporates local structural information into representations and consistently outperforms other competitors on graphs Y and Z by up to 7.70% and 6.68%, respectively, in comparable running time. These results demonstrate the effectiveness and efficiency of our ComRec.

**Ablation study.** Next, we study the importance of each component in our ComRec. We conduct experiments to analyze the effect of parameters \(\alpha\) and \(\epsilon\) on graphs X-1 and Z in terms of hit rate, and observe the results on other graphs show similar trends. Figure 4 shows the recommendation results as we vary \(\epsilon\) from \(10^{-8}\) to \(10^{-5}\). As \(\epsilon\) approaches \(10^{-8}\), we obtain more accurate representations; as \(\epsilon\) approaches \(10^{-5}\), less information will be propagated in the graph. We observe that when \(\epsilon = 10^{-6}\), ComRec achieves the best results and thus \(\epsilon\) is set to \(10^{-6}\) in our experiments. Figure 5 shows
the recommendation results as we vary $\alpha$ from 0.1 to 0.9. As $\alpha$ approaches 0.1, multi-hop information will be incorporated into the representations; as $\alpha$ approaches 0.9, it will focus more on one-hop neighbors during the feature propagation, which results in performance degradation. Hence, we set $\alpha = 0.1$ in our experiments.

5 DEPLOYMENT

We deploy the proposed ComRec in Tencent mobile game X with a real application that recommends in-game clubs for each player.

5.1 Setup

Firstly, we select active users that have game records in the past two weeks according to their game logs. Then, we construct (i) the social graph by taking active users as nodes and the friendships between them as user-user edges; (ii) the bipartite graph by taking active users and existing clubs as nodes, the memberships between users and clubs as user-community edges. Besides, we update the recommendation results of players every day by re-running the algorithms from scratch on the latest dataset and report the results over a consecutive period of 7 days. Table 10 shows the average statistics of the graphs in game X. We compare ComRec against several alternative approaches that have been deployed for this recommendation application as follows:

- Random: it randomly recommends clubs for each player;
- AutointCL: it adopts the same algorithm as in Section 4.2.
- AutointCL-M: it applies distributed AutointCL algorithm on the candidate set generated by a multi-retrieval approach, i.e., its candidate sets are different from that of AutointCL.
- AttentionNet: it adopts the same algorithm as in Section 4.2.

For each method, the candidate set of each user consists of the clubs that other players in the same game have joined according to the game logs except for AutointCL-M, which considers multiple types of clubs to generate the candidate sets. After that, each method will generate a recommendation list for each user following the same setting introduced in Section 4.1. These approaches are evaluated by the online A/B testing [17, 33] that randomly assigns each approach to a fraction of users, i.e., the players receive the recommendations from different approaches.

5.2 Online Evaluation

We provide an in-game module to recommend an ordered list of clubs to each player. When the player $u$ accesses the club recommendation module in game X, $u$ will see one recommended club each time. This will generate an exposure record in recommendation logs and $u$ can decide to click or not. If $u$ is not interested in the current club, $u$ can switch to the next recommended result. Once user $u$ clicks the recommended club, it will send a join request and generate a click record in recommendation logs. If the request needs approval, the administrators of the club can decide to accept the request or reject it. Besides, the user $u$ needs to satisfy the role level and rank level requirements of the club $c$ if $u$ wants to join $c$.

6 CONCLUSION

In this paper, we focus on the social community recommendation problem with additional constraint in real-world applications. To solve this problem, we present ComRec, an effective and efficient recommendation framework by capturing both global and local information. Extensive experiments demonstrate the effectiveness and efficiency of our ComRec.
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A PROOF OF THEOREM

Proof of Theorem 2. Let $X^{(l)}$ denote the original feature matrix after taking column-wise $L_2$ normalization. According to the definitions, $X_{i,k}$ indicates the portion of feature information currently propagated at each node but has not been stored yet, $H_{i,k}$ indicates the portion of feature information stored at each node. For the $k$-th column $X^{(l)}_{i,k}$, we divide its entries by $L_1 = \|X^{(l)}_{i,k}\|_1$, which is a constant determined by the original feature values. So we have $\sum_{u \in U \cup C} X^{(l)}_{u,k}/L_1 = 1$. Then, the following invariant always holds for each column $k$:

$$\|X^{(l)}_{i,k}/L_1\|_1 = \|H_{i,k}/L_1\|_1 + \|X_{i,k}/L_1\|_1.$$ 

In particular, the initial states satisfy the above equation, by induction, it can be proved that the above equation always holds after each push operation.

Wang et al. [43] have shown that forward push algorithms can be extended to arbitrary source distributions, in which the PPR values can still be computed without compromising their asymptotic guarantees. Since $\sum_{u \in U \cup C} X^{(l)}_{u,k}/L_1 = 1$, $X^{(l)}_{i,k}/L_1$ can be regarded as a distribution generated by the $k$-th feature vector. Recap from Algorithm 1 that, it propagates features using $\alpha$-discount random walks. When $\|X_{i,k}\|_1 = 0$, the exact propagation results will be stored in $H_{i,k}$. Therefore, calculating $H_{i,k}/L_1$ is equivalent to calculating PPR values on the distribution initialized by $X^{(l)}_{i,k}/L_1$. When $\|X_{i,k}/L_1\|_1 = 0$, we can derive the true PPR values corresponding to the distribution initialized by $X^{(l)}_{i,k}/L_1$, i.e., $\|X^{(l)}_{i,k}/L_1\|_1 = \|H_{i,k}/L_1\|_1$; otherwise, $\|H_{i,k}/L_1\|_1 \leq \|X^{(l)}_{i,k}/L_1\|_1$.

The cost of the feature propagation is dominated by the number of push operations. Given a node $u$ on feature dimension $k$, the push operation is invoked on node $u$ if and only if $X_{u,k} > \epsilon \cdot d_u$. Let $H_{u,k}$ denote the stored value that is propagated to node $u$ with $l$-hop random walks. Then the total number of push operations caused by the stored value $H_{u,k}$ can be bounded by $H_{u,k} = \frac{H_{u,k}}{\alpha \cdot \epsilon \cdot d_u}$. In addition, the cost of each push operation on node $u$ is $O(d_u)$. Therefore, the total cost of the push operations caused by $H_{u,k}$ is bounded by $\frac{H_{u,k}}{\alpha \cdot \epsilon \cdot d_u} \cdot d_u$. The total time cost of Algorithm 1 on all nodes is:

$$\sum_{k=1}^{F+1} \sum_{l=0}^{\infty} \sum_{u \in U \cup C} \frac{H_{u,k}^{(l)}}{\alpha \cdot \epsilon \cdot d_u} \cdot d_u \leq \frac{1}{\alpha \cdot \epsilon} \sum_{k=1}^{F+1} \sum_{l=0}^{\infty} \sum_{u \in U \cup C} X^{(l)}_{u,k}.$$ 

Since $X^{(l)}$ is $L_2$-normalized, we have $\sum_{u \in U \cup C} (X^{(l)}_{u,k}) = 1$. Then, by Cauchy–Schwarz inequality, we have

$$\sum_{u \in U \cup C} X^{(l)}_{u,k} \leq \sqrt{n + m}.$$ 

Therefore, we can derive that

$$\frac{1}{\alpha \cdot \epsilon} \sum_{k=1}^{F+1} \sum_{l=0}^{\infty} \sum_{u \in U \cup C} X^{(l)}_{u,k} \leq \frac{F+1}{\alpha \cdot \epsilon} \cdot \sqrt{n + m} = F+1 \cdot \frac{\sqrt{n + m}}{\alpha \cdot \epsilon},$$

where $\alpha$ can be treated as a constant number. Thus, the total time complexity of Algorithm 1 on all dimensions is bounded by $O(F \sqrt{n + m}/\epsilon)$.